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Motivation

 The LHC has opened a new era, also about instrumentation

 Exploitation of HL will pose even greater challenges

 Data acquisition and reconstruction one of the toughest issues
 

 A big part of the problem is the reconstruction of charged par-
ticle trajectories
 Large combinatorial problem, calls for high parallelization
 In many cases, latencies are an issue due to need for buffering (e.g. in 

CMS tracker).



Some past examples of real-time track reconstruction

 The task of L0 tracking at LHC appears daunting despite 
the progress of electronics.

 Any complex tracking calls for O(103) clock cycles/event 
(both in latency and throughput)

 No known example of a system making a non-trivial pat-
tern reconstruction in O(25) time units

Name %Tech. Exp.% %%%%Year Event%rate %%clock cycles/event latency

%%XFT %FPGA CDF?L0 %%%%2000 %%%%2.5%MHz 200%MHz %%%%%%80 4µs

%%SVT %AM CDF?L2%%%%%%%2000 %%0.03%MHz %%40%MHz %%~1600 <20µs

%%FTK %AM ATLAS?L2%%%%2014 %%%0.1%%MHz%%%%%~200%MHz %%~2000 O(10µs)

Compare%with%the%requirements%of%a%L0@LHC:

%%%!? !!!!!!?!!!!!!!!LHC&L0!!!~2018!!!!40MHz!!!~1GHz!!!!!!!!!!~25 !few!µs





What's special about the “brain algorithm” ?  

 Parallelism, of course - but SVT and FTK are based on Associa-
tive Memories, that are very parallel devices as well...

 Two important differences, though:

 Hit processing in AM still happens serially, while the visual system has 
no such serialization -> lots of processing power in the connectivity

 Second, the AM has “rigid templates”, while the brain works by interpo-
lation of analog responses → this saves a lot of internal storage. 
Also, makes it easier to deal with “missing layers”.

 Can we engineer these general concepts into a viable trigger system ?







Realistic geometry example

 LHCb planned upgraded VELOPIX detector [LHCb-INT-2013-025)]
 Picked a 6-layer telescope for this exercise
 Neglect B field.





Mapping to detector to a receptor cell array

 Intersection of “base tracks” 
with detectors gives a map of 
“nerve endings”

 Every hit on the detector pro-
duces a signal on nearby re-
ceptors, depending on distance

 (I skip on several subtleties. 
For instance, effective opera-
tion require distribution to be 
non-uniform)

 (not unlike the distribution of pho-
toreceptors in visual system – but 
it is all virtual in our case, that is, 
implemented in the electronic 
network connections)









Intermediate conclusions

- We have shown with a realistic detector arrangement that It 
is possibile to reconstruct tracks and measure their parame-
ters very well with a “brain inspired” cell-matrix method 

- This algorithm is instrinsically very parallelizable

However:

Is it actually implementable in a hardware with reasonable 
size, cost, and with the needed timing to work at LHC crossing 
 frequency ?



System Architecture
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Track parameter estimation by cluster Center-of-Mass
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Due to data reduction out of the 
engine, a 1:12 ratio is sufficient 
to keep up with the data flow







Further progress: LHCb full-MC at upgrade luminosity

Acceptance
region

MC track

Cell activation level

 Accounts for all detector effects. Average 7.6 interactions/crossing. 
 Recently extended with addition of B field and further tracking layers (UT)
 Efficiency/ghost rate performance comparable to offline reconstruction.



CONCLUSIONS

 We showed that the “retina algorithm” actually allows real-
time track reconstruction in a real HEP detector application.

 We developed a design for a real-time track processor that 
works at LHC crossing frequency, with latency ~1µs
- Specific R&D for LHCb already well advanced

 Enpowers experiments at high-luminosities to work as if  
reading complete tracks straight out of the detector. 
Might lead to fruitful future developments.


