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The Importance of Charm
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(1) Of the flavored hadronic systems with mixing — K(s), D(c), B(b) — the  
D system is the only system involving heavy up-type quarks:
  ⇒ it provides sensitivity to different new physics phenomena

(2) Mixing (found) and CP violation (not found) are small in the charm system:
  ⇒ deviations from SM expectations could be dramatic

(3) Flavor physics relies on global constraints derived from all systems (e.g., the 
CKM matrix elements, and inputs from one system into another):
  ⇒ charm is an essential piece of a larger flavor physics program 

(4) Weak physics and strong physics can be separated in charm leptonic and semi-
leptonic decays:
  ⇒ charm decays offer opportunities for precision QCD

(5) Many rare decays have backgrounds from “long-distance” hadronic processes:
  ⇒ a spotlight is placed on less-understood aspects of QCD

new
physics

weak
physics

strong
physics



Current Experimental Landscape
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High-energy pp collisions
LHCb

Asymmetric e+e− at ϒ(4S)
BaBar
Belle

e+e− at ψ(3770) (and DsDs(*))
CLEOc
BESIII

EXPERIMENTS DATA

5 fb−1 (8 × 1012)

550 fb−1 (8 × 108)
1 ab−1 (13 × 108)

0.8 fb−1 (5 × 106)
3 fb−1 (2 × 107)

huge rates
time-dependent decays
large backgrounds
difficult neutral reconstruction

large rates
some time resolution
mostly clean environment
neutrals are no problem

small rates
no time resolution
extremely clean
quantum correlations
best for neutrals/missing particles 
(also charmonium)

FEATURES

⇒ there is currently a delicate balance…



Future Experimental Landscape
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High-energy pp collisions
LHCb
Upgrades

Asymmetric e+e− at ϒ(4S)
BaBar
Belle
Belle II

e+e− at ψ(3770) (and DsDs(*))
CLEOc
BESIII
τ-charm factory

EXPERIMENTS DATA

5 fb−1 (8 × 1012)
50/300 fb−1 
   (run III/IV)

550 fb−1 (8 × 108)
1 ab−1 (13 × 108)
50 ab−1

0.8 fb−1 (5 × 106)
3 fb−1 (2 × 107)
× ~100 luminosity

huge rates
time-dependent decays
large backgrounds
difficult neutral reconstruction

large rates
some time resolution
mostly clean environment
neutrals are no problem

small rates
no time resolution
extremely clean
quantum correlations
best for neutrals/missing particles 
(also charmonium)

FEATURES

⇒ with the τ-charm factory, maintain this important balance.
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FEATURESSTCF in Perspective
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SKEKB

BEPC-II

BEPC

STCF

2028

A luminosity 1u1035 cm-2s-1 at 4 GeV at 

2028 is reasonable !! 

From Haiping Peng (last week CHARM 2018):

⇒ with the τ-charm factory, maintain this important balance.
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Strengths of LHCb:  mixing in D0 → K+π−

LHCb, “Updated determination of D0
-D̄0

mixing and CP violation parameters

with D0 ! K+⇡�
decays,” PRD 97, 031101(R) (2018)

vertex detector with unrelated segments in the downstream
tracking detectors. The track segments in the vertex detector
are genuine, resulting in properly measured opening angles
in the D!þ → D0πþs decay. Since the opening angle domi-
nates over the πþs momentum in the determination of theD!þ

mass, such spurious soft pions tend to produce a signal-like
peak in the D!þ mass spectrum. In addition, they bias the
WS-to-RS ratio because the mistaken association with
downstream track segments is prone to charge mismeasure-
ments. We suppress such candidates with stringent require-
ments on a dedicated discriminant based on many low-level
variables associated with track reconstruction [22].
Candidates consistent with the D!þ decay topology are
reconstructed by computing the two-body mass MðD0πþs Þ
using the known D0 and πþ masses [23] and the recon-
structed momenta [24]. The mass resolution is improved by
nearly a factor of 2 with a kinematic fit that constrains
theD!þ candidate to originate from a primary vertex [25]. If
multiple primary vertices are reconstructed, the vertex
resulting from the fit with the best χ2 probability is chosen.
The sample is further enriched in primary charm decays by
restricting the impact-parameter chi-squared, χ2IP, of the D

0

and πþs candidates such that the candidates point to the
primary vertex. The χ2IP variable is the difference between the
χ2 of the primary-vertex fit reconstructed including or
excluding the considered particle, and offers a measure of
consistency with the hypothesis that the particle originates
from the primary vertex. Only opposite-charge particle
pairs with K∓π% mass within 24 MeV/c2 (equivalent to
approximately three times the mass resolution) of the known
D0 mass [23] and KþK− and πþπ− masses more than
40 MeV/c2 away from theD0 mass are retained. Accidental
combinations of a genuine D0 with a random soft pion are
first suppressed by removing the 13% of events where more
than one D!þ candidate is reconstructed. We then use an

artificial neural-network discriminant that exploits the πþs
pseudorapidity, transverse momentum, and particle-
identification information, along with the track multiplicity
of the event. The discriminant is trained on an independent
RS sample to represent the WS signal features and on WS
events containing multiple candidates to represent back-
ground. Finally, we remove from the WS sample events
where the same D0 candidate is also used to reconstruct a
RS decay, which reduces the background by 16% with no
significant loss of signal.

IV. YIELD DETERMINATION

The RS andWS signal yields are determined by fitting the
MðD0πþs Þ distribution of D0 signal candidates. The decay-
time-integrated MðD0πþs Þ distributions of the selected RS
and WS candidates are shown in Fig. 1. The smooth
background is dominated by favoredD0 → K−πþ and D̄0 →
Kþπ− decays associated with random soft-pion candidates.
The sample contains approximately 1.77 × 108 RS and
7.22 × 105 WS signal decays. Each sample is divided into
13 subsamples according to the decay time, and signal yields
are determined for each subsample using an empirical shape
[11]. We assume that the signal shapes are common to WS
and RS decays for a given D! meson flavor whereas the
descriptions of the backgrounds are independent. The decay-
time-dependentWS-to-RS rate ratiosRþ andR− observed in
theD0 and D̄0 samples, respectively, and their difference, are
shown in Fig. 2. The ratios and difference include corrections
for the relative efficiencies for reconstructing K−πþ and
Kþπ− final states.

V. DETERMINATION OF OSCILLATION
PARAMETERS

The mixing parameters are determined by minimizing a
χ2 function that includes terms for the difference between
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FIG. 1. Distribution of MðD0πþs Þ for selected (a) right-sign D0 → K−πþ and (b) wrong-sign D0 → Kþπ− candidates.
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FIG. 1. Distribution of MðD0πþs Þ for selected (a) right-sign D0 → K−πþ and (b) wrong-sign D0 → Kþπ− candidates.
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the observed and predicted ratios and for systematic effects,

χ2 ¼
X

i
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$
þ χ2corr: ð2Þ

The observed WS-to-RS yield ratio and its statistical
uncertainty in the decay-time bin i are denoted by r%i
and σ%i , respectively. The associated predicted value R̃i

%

corresponds to the decay-time integral over bin i of Eq. (1),
including bin-specific corrections. The parameters associ-
ated with these corrections are determined separately for
data collected in different LHC and detector configurations
and vary independently in the fit within their constraint χ2corr
in Eq. (2). Such corrections account for small biases due to
(i) the decay-time evolution of the 1%–10% fraction of
signal candidates originating from b-hadron decays, (ii) the
approximately 0.3% component of the background from
misreconstructed charm decays that peak in the signal
region, and (iii) the effect of instrumental asymmetries in
the K% π∓ reconstruction efficiencies. The secondary-D&þ

fraction is determined by fitting, in each decay-time bin, the
χ2IP distribution of RS D0 signal decays. The peaking
background, dominated by D0 → K−πþ decays in which
both final-state particles are misidentified, is determined by
extrapolating into the D0 signal mass region the contribu-
tions from misreconstructed charm decays identified by
reconstructing the two-body mass under various mass

hypotheses for the decay products. The relative efficiency
ϵ%r accounts for the effects of instrumental asymmetries in
the K% π∓ reconstruction efficiencies, mainly caused by K−

mesons having a larger nuclear interaction cross section
with matter than Kþ mesons. These asymmetries are
measured in data to be typically 0.01 with 0.001 precision,
independent of decay time. They are derived from the
efficiency ratio ϵþr ¼ 1/ϵ−r ¼ ϵðKþπ−Þ/ϵðK−πþÞ, obtained
by comparing the ratio of D− → Kþπ−π− and D− →
K0

Sð→ πþπ−Þπ− yields with the ratio of the corresponding
charge-conjugate decay yields. The asymmetry between Dþ

and D− production rates [26] cancels in this ratio, provided
that the kinematic distributions are consistent across sam-
ples. We therefore weight the D− → Kþπ−π− candidates so
that their kinematic distributions match those in the D− →
K0

Sπ
− sample. We then determine ϵ%r as functions of kaon

momentum to account for the known momentum depend-
ence of the asymmetry between Kþ and K− interaction rates
with matter. In addition, a systematic uncertainty for possible
residual contamination from spurious soft pions is included
through a 1.05–1.35 scaling of the overall uncertainties. The
scaling value is chosen such that a fit with a constant
function of the time-integrated WS-to-RS ratio versus false-
pion probability has unit reduced χ2.
The observed WS-to-RS yield ratios for the D0 and D̄0

samples are studied first with bin-by-bin arbitrary offsets
designed to mimic the effect of significantly different mixing
parameters in the two samples. To search for residual
systematic uncertainties, the analysis is repeated on sta-
tistically independent data subsets chosen according to
criteria likely to reveal biases from specific instrumental
effects. These criteria include the data-taking year (2011–
2012 or 2015–2016), themagnet field orientation, the number
of primary vertices in the event, the candidate multiplicity per
event, the trigger category, the D0 momentum and χ2IP with
respect to the primary vertex, and the per-candidate proba-
bility to reconstruct a spurious soft pion. The resulting
variations of the measured CP-averaged and CP-violating
parameters are consistent with statistical fluctuations, with p
values distributed uniformly in the 4%–85% range.

VI. RESULTS

The efficiency-corrected WS-to-RS yield ratios are
subjected to three fits. The first fit allows for direct and
indirect CP violation; the second allows only for indirect
CP violation by imposing Rþ

D ¼ R−
D; and the third is a fit

under the CP-conservation hypothesis, in which all mixing
parameters are common to the D0 and D̄0 samples. The fit
results and their projections are presented in Table I and
Fig. 2, respectively. Figure 3 shows the central values and
confidence regions in the ðx02; y0Þ plane. For each fit, 208
WS-to-RS ratio data points are used, corresponding to 13
ranges of decay time, distinguishingD&þ fromD&− decays,
two magnetic-field orientations, and 2011, 2012, 2015,
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FIG. 2. Efficiency-corrected ratios of WS-to-RS yields for
(a) D&þ decays, (b) D&− decays, and (c) their differences as
functions of decay time in units of D0 lifetime. Projections of fits
allowing for (dashed line) no CP violation, (dotted line) no direct
CP violation, and (solid line) direct and indirect CP violation are
overlaid. The last two curves overlap. The abscissa of each data
point corresponds to the average decay time over the bin. The
error bars indicate the statistical uncertainties.
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A. Massive statistics: B. Time dependence:

C.  Approaching precision in
the mixing parameter yʹ. 

But D.  yʹ depends on δ.

Terminology/Formulae/Definitions:

Tagging the D0: D⇤+ ! D0⇡+
s

Cabibbo-favored decay: D0 ! K�⇡+

Cabibbo-suppressed decay: D0 ! K+⇡�

Mixing then decay: D0 ! D̄0 ! K+⇡�

Time-dependent ratio starting with D0:

R+(t) ⌘ N(K+⇡�)(t)

N(K�⇡+)(t)

⇡ |A(D0 ! K+⇡�)(t) +A(D0 ! D̄0 ! K+⇡�)(t)|2

|A(D0 ! K�⇡+)(t)|2

⇡ r2 + ry0
t

⌧
+

x02 + y02

4
(
t

⌧
)2

where

x0 ⌘ x cos � + y sin �

y0 ⌘ y cos � � x sin �

and x, y are mixing parameters

and � is a strong phase

177M (!!)
D0 ! K�⇡+

722k (!!!)
D0 ! K+⇡�
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Strengths of LHCb: mixing in D0 → K+π−π+π−

LHCb, “First observation of D0
-D̄0

oscillations in D0 ! K+⇡�⇡+⇡�
decays

and measurement of the associated coherence parameters,” PRL 116, 241801

(2016)

Terminology/Formulae/Definitions:

Tagging the D0: D⇤+ ! D0⇡+
s

Cabibbo-favored decay: D0 ! K�⇡+⇡+⇡�

Cabibbo-suppressed decay: D0 ! K+⇡�⇡+⇡�

Mixing then decay: D0 ! D̄0 ! K+⇡�⇡+⇡�

Time-dependent ratio starting with D0:

R+(t) ⌘ N(K+⇡�⇡+⇡�)(t)

N(K�⇡+⇡+⇡�)(t)

⇡ |A(D0 ! K+3⇡)(t) +A(D0 ! D̄0 ! K+3⇡)(t)|2

|A(D0 ! K�3⇡)(t)|2

⇡ r2K3⇡ + rK3⇡RK3⇡y
0
K3⇡

t

⌧
+

x2 + y2

4
(
t

⌧
)2

where

x0
K3⇡ ⌘ x cos �K3⇡ + y sin �K3⇡

y0K3⇡ ⌘ y cos �K3⇡ � x sin �K3⇡

and x, y are mixing parameters

and �K3⇡ is an average strong phase

and RK3⇡ is a coherence factor:

RK3⇡e�i�K3⇡ ⌘ < cos � > + i < sin � >

RðtÞ ¼ Γ½D0 → Kþπ−πþπ−&ðtÞ
Γ½D0 → K−πþπ−πþ&ðtÞ

≈ ðrK3πD Þ2 − rK3πD RK3π
D y0K3π

t
τ
þ x2 þ y2

4

!
t
τ

"
2

; ð1Þ

where Γ denotes the decay rate, t is the proper decay time of
the D0 meson (measured with respect to production), τ is
the D0 lifetime, and rK3π

D gives the phase space averaged
ratio of DCS to CF amplitudes [15,16]. The dimensionless
parameters x and y describe mixing in the D0 meson
system, with x proportional to the mass difference of
the two mass eigenstates, and y proportional to the width
difference [4]. Here, y0K3π is defined by y0K3π ≡
y cos δK3πD − x sin δK3πD , where δK3πD is the average strong
phase difference; this and the coherence factor RK3π

D are
defined by RK3π

D e−iδ
K3π
D ≡ hcos δiþ ihsin δi, where hcos δi

and hsin δi are the cosine and sine of the phase of the ratio
of the DCS to the CF amplitude, averaged over phase space.
[The convention CPjD0i ¼ þjD̄0i is followed, which
determines the sign of the linear term in Eq. (1)]. For
the range of D0 decay times used in this analysis,
½0.5; 12.0& × τ, Eq. (1) is correct to within Oð10−6Þ. All
three parameters, rK3π

D , RK3π
D , and δK3πD , are required to

determine γ in Bþ → DKþ, D → K−πþπ−πþ decays.
This analysis is based on data samples collected in 2011

and 2012 with the LHCb detector at center-of-mass
collision energies of

ffiffiffi
s

p
¼ 7 and 8 TeV corresponding

to integrated luminosities of 1.0 and 2.0 fb−1, respectively.
The LHCb detector [17,18] is a single-arm forward
spectrometer covering the pseudorapidity range
2 < η < 5, designed for the study of particles containing
b or c quarks. The detector elements that are particularly
relevant to this analysis are a silicon-strip vertex detector
surrounding the pp interaction region that allows c and b
hadrons to be identified from their characteristically long
flight distance, a tracking system that provides a measure-
ment of the momentum p of the charged particles, and two

ring-imaging Cherenkov detectors that are able to discrimi-
nate between different species of charged hadrons.
Simulated events are produced using the software described
in Refs. [19–22]. Differences between data and simulation
are corrected using data-driven techniques described in
Refs. [23,24].
Events are first selected by the LHCb trigger [25], and

then by additional off-line requirements. Four tracks in the
event must be consistent with the decay D0 → Kþπ−πþπ−,
each with momentum p > 3 GeV=c and transverse
momentum pT > 350 MeV=c. The D0 daughters are
required to be inconsistent with originating from a primary
pp interaction vertex (PV) and are combined to form a
D0 candidate, which must have a good vertex quality and
pT > 4.7 GeV=c. The soft pion, which is combined
with the D0 candidate to form a D'þ candidate, is required
to satisfy p > 3 GeV=c and pT > 360 MeV=c. The
D'þ candidate must have a good vertex quality, and is
reconstructed under the constraint that it originates from its
associated PV. In order to suppress backgrounds where
tracks are misidentified or misreconstructed, information
from the particle identification and tracking systems is
used. Secondary decays, i.e., D'þ mesons from the decay
of a b hadron, are rejected by requiring that the D0 meson
candidate is consistent with originating from a PV. OnlyD0

candidates that are reconstructed within 24 MeV=c2 of the
D0 meson mass [26] are used in the analysis, reducing the
amount of partially reconstructed and misidentified back-
ground. To reduce combinatorial background from ran-
domly associated soft pions there is also a requirement that
the invariant mass difference Δm≡mðKþπ−πþπ−π(s Þ −
mðKþπ−πþπ−Þ is less than 155 MeV=c2. Approximately
4% of events that pass the selection requirements contain
multiple signal candidates. In such cases one candidate is
picked at random and the rest are discarded.
Figure 1 shows the Δm distribution of WS and RS signal

candidates with the results of a binned likelihood fit
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FIG. 1. Decay-time integrated Δm distributions for RS (left) and WS (right) candidates with the fit result superimposed.
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where Γ denotes the decay rate, t is the proper decay time of
the D0 meson (measured with respect to production), τ is
the D0 lifetime, and rK3π

D gives the phase space averaged
ratio of DCS to CF amplitudes [15,16]. The dimensionless
parameters x and y describe mixing in the D0 meson
system, with x proportional to the mass difference of
the two mass eigenstates, and y proportional to the width
difference [4]. Here, y0K3π is defined by y0K3π ≡
y cos δK3πD − x sin δK3πD , where δK3πD is the average strong
phase difference; this and the coherence factor RK3π

D are
defined by RK3π

D e−iδ
K3π
D ≡ hcos δiþ ihsin δi, where hcos δi

and hsin δi are the cosine and sine of the phase of the ratio
of the DCS to the CF amplitude, averaged over phase space.
[The convention CPjD0i ¼ þjD̄0i is followed, which
determines the sign of the linear term in Eq. (1)]. For
the range of D0 decay times used in this analysis,
½0.5; 12.0& × τ, Eq. (1) is correct to within Oð10−6Þ. All
three parameters, rK3π

D , RK3π
D , and δK3πD , are required to

determine γ in Bþ → DKþ, D → K−πþπ−πþ decays.
This analysis is based on data samples collected in 2011

and 2012 with the LHCb detector at center-of-mass
collision energies of

ffiffiffi
s

p
¼ 7 and 8 TeV corresponding

to integrated luminosities of 1.0 and 2.0 fb−1, respectively.
The LHCb detector [17,18] is a single-arm forward
spectrometer covering the pseudorapidity range
2 < η < 5, designed for the study of particles containing
b or c quarks. The detector elements that are particularly
relevant to this analysis are a silicon-strip vertex detector
surrounding the pp interaction region that allows c and b
hadrons to be identified from their characteristically long
flight distance, a tracking system that provides a measure-
ment of the momentum p of the charged particles, and two

ring-imaging Cherenkov detectors that are able to discrimi-
nate between different species of charged hadrons.
Simulated events are produced using the software described
in Refs. [19–22]. Differences between data and simulation
are corrected using data-driven techniques described in
Refs. [23,24].
Events are first selected by the LHCb trigger [25], and

then by additional off-line requirements. Four tracks in the
event must be consistent with the decay D0 → Kþπ−πþπ−,
each with momentum p > 3 GeV=c and transverse
momentum pT > 350 MeV=c. The D0 daughters are
required to be inconsistent with originating from a primary
pp interaction vertex (PV) and are combined to form a
D0 candidate, which must have a good vertex quality and
pT > 4.7 GeV=c. The soft pion, which is combined
with the D0 candidate to form a D'þ candidate, is required
to satisfy p > 3 GeV=c and pT > 360 MeV=c. The
D'þ candidate must have a good vertex quality, and is
reconstructed under the constraint that it originates from its
associated PV. In order to suppress backgrounds where
tracks are misidentified or misreconstructed, information
from the particle identification and tracking systems is
used. Secondary decays, i.e., D'þ mesons from the decay
of a b hadron, are rejected by requiring that the D0 meson
candidate is consistent with originating from a PV. OnlyD0

candidates that are reconstructed within 24 MeV=c2 of the
D0 meson mass [26] are used in the analysis, reducing the
amount of partially reconstructed and misidentified back-
ground. To reduce combinatorial background from ran-
domly associated soft pions there is also a requirement that
the invariant mass difference Δm≡mðKþπ−πþπ−π(s Þ −
mðKþπ−πþπ−Þ is less than 155 MeV=c2. Approximately
4% of events that pass the selection requirements contain
multiple signal candidates. In such cases one candidate is
picked at random and the rest are discarded.
Figure 1 shows the Δm distribution of WS and RS signal

candidates with the results of a binned likelihood fit
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FIG. 1. Decay-time integrated Δm distributions for RS (left) and WS (right) candidates with the fit result superimposed.
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WS/RS ratio ϵi differ from unity by less than a few percent,
and increase (decrease) the ratio at low (high) decay times.
The background-subtracted and efficiency corrected

WS/RS ratio measured in the ith decay-time bin is given
by ~ri ≡ riϵi − ΔID;i − ΔK0

S
, where ri is the WS/RS ratio

estimated from the Δm fit. The parameters of interest
are determined by minimizing the χ2 function

χ2ð~r; CjθÞ ¼
X10

i;j¼1

½ ~ri − ~RiðθÞ½1 − Δsec;i%%

× ½C−1%ij½ ~rj − ~RjðθÞ½1 − Δsec;j%%

þ χ2secðθÞ½þχ2x;yðθÞ%; ð3Þ

where C is the full covariance matrix of the measurements,
including statistical and systematic uncertainties. Here,
~RiðθÞ gives the theoretical ratio of WS to RS decay
rates [Eq. (1)], integrated over the ith decay-time bin,
which depends on the fit parameter vector θ ¼ frK3πD ;
RK3π
D y0K3π;

1
4 ðx

2 þ y2Þg. Also included in the determination

of ~RiðθÞ is the decay-time acceptance, which is found
from the RS candidates assuming that their decay-time
dependence is exponential. The parameters Δsec;i are free to
float in the fit with a Gaussian constraint χ2sec. The mean and
width of the Gaussian constraints are defined to be the
midpoint and half the difference between the limits in
Eq. (2), respectively, which are dynamically updated during
the fit. The parameters fsec;i (which are required to
calculate these limits) are also Gaussian constrained to
their measured values. An alternate fit is also performed
where the mixing parameters x and y are constrained to
world average values [4] x ¼ ð0.371' 0.158Þ × 10−2 and
y ¼ ð0.656' 0.080Þ × 10−2 with a correlation coefficient
of −0.361. In this case an additional term χ2x;y is included in
the fit and θ ¼ frK3πD ; RK3π

D y0K3π; x; yg. The two fit con-
figurations are referred to as “unconstrained” and “mixing
constrained”.
Figure 2 shows the decay-time dependent fits to the WS/

RS ratio for the unconstrained, mixing-constrained, and no-
mixing fit configurations; the latter has the fit parameters
RK3π
D ⋅y0K3π and 1

4 ðx
2 þ y2Þ fixed to zero. The numerical

results of the unconstrained and mixing-constrained fit
configurations are presented in Table I. The values of
RK3π
D y0K3π and 1

4 ðx
2 þ y2Þ from the unconstrained fit are

both compatible with zero at less than 3 standard devia-
tions, but due to the large correlation between these
parameters, the hypothesis that both are zero can be
rejected with much higher significance. Using Wilks’
theorem [29] the no-mixing hypothesis is excluded at a
significance level of 8.2 standard deviations. The value of
1
4 ðx

2 þ y2Þ determined using the world average values of x
and y is compatible with the unconstrained fit result at 1.8
standard deviations. The results of the mixing-constrained
fit show that the uncertainties on the parameters rK3πD and
RK3π
D y0K3π are reduced by 41% and 61%, respectively, in

comparison with the unconstrained fit. Using the mixing-
constrained fit, it is possible to identify a line of solutions in
the ðRK3π

D ; δK3πD Þ plane. The two-dimensional contours
containing 68.3%, 95.4%, and 99.7% confidence regions
are shown in Fig. 3. The only other constraints on
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FIG. 2. Decay-time evolution of the background-subtracted and
efficiency corrected WS/RS ratio (points) with the results of the
unconstrained (solid line), mixing-constrained (dashed-dotted
line), and no-mixing (dashed line) fits superimposed. The bin
centers are set to the decay time where RðtÞ is equal to the bin
integrated ratio ~R from the unconstrained fit.

TABLE I. Results of the decay-time dependent fits to theWS/RS ratio for the unconstrained and mixing-constrained fit configurations.
The results include all systematic uncertainties. The number of degrees of freedom is abbreviated as ndf

Fit Type Correlation coefficient
χ2=ndf (p value) Parameter Fit result rK3π

D RK3π
D y0K3π

1
4 ðx

2 þ y2Þ
Unconstrained rK3π

D ð5.67' 0.12Þ × 10−2 1 0.91 0.80
7.8=7ð0.35Þ RK3π

D y0K3π ð0.3' 1.8Þ × 10−3 1 0.94
1
4 ðx

2 þ y2Þ ð4.8' 1.8Þ × 10−5 1
rK3π
D RK3π

D y0K3π x y
Mixing constrained rK3π

D ð5.50' 0.07Þ × 10−2 1 0.83 0.17 0.10
11.2=8ð0.19Þ RK3π

D y0K3π ð−3.0' 0.7Þ × 10−3 1 0.34 0.20
x ð4.1' 1.7Þ × 10−3 1 −0.40
y ð6.7' 0.8Þ × 10−3 1
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A. Massive statistics: B. Time dependence:

C.  Another handle on
mixing parameters. 

But D.  Dependence on another
strong phase and a coherence factor.

42.5k (!!!)
D0 !
K+3⇡

11.4M (!!)
D0 ! K�3⇡



�9

Strengths of LHCb:  amplitude analysis of D0 → K+π−π+π−

LHCb, “Studies of the resonance structure in D0 ! K⌥⇡±⇡±⇡⌥
decays,”

arXiv:1712.08609 (2017)

Terminology/Formulae/Definitions:

Tagging the D0: D⇤+ ! D0⇡+
s

Cabibbo-favored decay: D0 ! K�⇡+⇡+⇡�

Cabibbo-suppressed decay: D0 ! K+⇡�⇡+⇡�

Mixing then decay: D0 ! D̄0 ! K+⇡�⇡+⇡�

Time-dependent ratio starting with D0:

R+(t) ⌘ N(K+⇡�⇡+⇡�)(t)

N(K�⇡+⇡+⇡�)(t)

⇡ |A(D0 ! K+3⇡)(t) +A(D0 ! D̄0 ! K+3⇡)(t)|2

|A(D0 ! K�3⇡)(t)|2

⇡ r2K3⇡ + rK3⇡RK3⇡y
0
K3⇡

t

⌧
+

x2 + y2

4
(
t

⌧
)2

where

x0
K3⇡ ⌘ x cos �K3⇡ + y sin �K3⇡

y0K3⇡ ⌘ y cos �K3⇡ � x sin �K3⇡

and x, y are mixing parameters

and �K3⇡ is an average strong phase

and RK3⇡ is a coherence factor:

RK3⇡e�i�K3⇡ ⌘ < cos � > + i < sin � >

A. Massive statistics (tagging with π and μ):
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Figure 2: Distributions for six invariant-mass observables in the RS decay D0
! K�⇡+⇡+⇡�.

Bands indicate the expectation from the model, with the width of the band indicating the total
systematic uncertainty. The total background contribution, which is very low, is shown as a
filled area.

with naive expectations, with the D wave being the dominant contribution and the overall
hierarchy being D > S > P. This result may be compared with that obtained for the
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6.3 Results for the WS decay
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Figure 5: Distributions for six invariant-mass observables in the WS decay D0
! K+⇡�⇡�⇡+.

Bands indicate the expectation from the model, with the width of the band indicating the total
systematic uncertainty. The total background contribution is shown as a filled area, with the
lower region indicating the expected contribution from mistagged D0

! K+⇡�⇡�⇡+ decays.

Invariant mass-squared distributions for D0
! K+⇡�⇡�⇡+ are shown in Fig. 5. Large

contributions are clearly seen in sK+⇡� from the K⇤(892)0 resonance. The fit fractions
and amplitudes of the baseline model are given in Table 6. The �2 per degree of freedom
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891k
D0 ! K�3⇡

3k
D0 ! K+3⇡

[BESIII has 16k
PRD95, 072010 (2017)]

B. Amplitude
analysis gives
access to RK3π

But C.  There is an 
arbitrary phase
⇒ insensitive to δ
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LHCb, “Observation of D0 meson decays to ⇡+⇡�µ+µ� and K+K�µ+µ� final
states,” PRL 119, 181805 (2017)

D0 → K−πþ½μþμ−#ρ0=ω branching fraction was recently
measured to be ð4.17 % 0.42Þ × 10−6 [12] and provides a
more precise normalization than that used in the previous
LHCb search [11].
The LHCb detector is a single-arm forward spectrometer

[13,14]. It includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the
pp-interaction region, a large-area silicon-strip detector
located upstream of a dipole magnet with a bending power
of about 4 Tm, and three stations of silicon-strip detectors
and straw drift tubes placed downstream of the magnet.
Particle identification is provided by two ring-imaging
Cherenkov detectors, an electromagnetic and a hadronic
calorimeter, and a muon system composed of alternating
layers of iron and multiwire proportional chambers.
Events are selected online by a trigger that consists of a

hardware stage, which is based on information from the
calorimeter and muon systems, followed by a software
stage, which applies a full event reconstruction [15]. The
hardware trigger requires the presence in the event of amuon
with transverse momentum, pT, exceeding 1.76 GeV=c. A
first stage of the software trigger selects events with a
charged particle of pT > 1.6 GeV=c and significant impact
parameter, defined as the minimum distance of the particle
trajectory from any PV, or alternatively withpT > 1 GeV=c
if the particle has associated hits in the muon system.
In a second stage of the software trigger, dedicated algo-
rithms select candidate D0 → hþhð0Þ−μþμ− decays, where
h is either a kaon or a pion, from combinations of four
tracks, each having momentum p > 3 GeV=c and pT >
0.5 GeV=c, that form a secondary vertex separated from any
PV. Two oppositely charged particles are required to leave
hits in the muon system and the scalar sum of their pT is
required to exceed 3 GeV=c. The mass of theD0 candidate,
mðD0Þ, has to be in the range 1800–1940 MeV=c2 and its
momentum must be aligned with the vector connecting the
primary and secondary vertices.
In the offline analysis, D0 candidates satisfying the

trigger requirements are further selected through particle-
identification criteria placed on their decay products. They
are then combined with a charged particle originating from

the same PV and having pT > 120 MeV=c, to form a
D'þ → D0πþ candidate. When more than one PV is
reconstructed, the one with respect to which the D0

candidate has the lowest impact-parameter significance is
chosen. The vertex formed by the D0 and πþ mesons is
constrained to coincide with the PV and the difference
between the D'þ and D0 masses, Δm, is required to be in
the range 144.5–146.5 MeV=c2. A multivariate selection
based on a boosted decision tree (BDT) [16,17] with
gradient boosting [18] is then used to suppress background
from combinations of unrelated charged particles. The
features used by the BDT to discriminate signal from this
combinatorial background are as follows: the momentum
and transverse momentum of the pion from the D'þ decay,
the smallest impact parameter of the D0 decay products
with respect to the PV, the angle between the D0 momen-
tum and the vector connecting the primary and secondary
vertices, the quality of the secondary vertex, its separation
from the PV, and its separation from any other track not
forming the D'þ candidate. The BDT is trained separately
forD0 → πþπ−μþμ− andD0 → KþK−μþμ− decays, due to
their different kinematic properties, using simulated [19,20]
decays as signal and data candidates with mðD0Þ between
1890 and 1940 MeV=c2 as background. To minimize
biases on the background classification, the training sam-
ples are further randomly split into two disjoint subsam-
ples. The classifier trained on one sample is applied to the
other, and vice versa. Another source of background is
due to the hadronic four-body decays D0 → πþπ−πþπ−

and D0 → KþK−πþπ−, where two pions are misidentified
as muons. The misidentification occurs mainly when the
pions decay in flight into a muon and an undetected
neutrino. Although this process is relatively rare, the large
branching fractions of the hadronic modes produce a
peaking background which is partially suppressed by a
multivariate muon-identification discriminant that com-
bines the information from the Cherenkov detectors, the
calorimeters and the muon chambers. Thresholds on
the BDT response and on the muon-identification
discriminant are optimized simultaneously by maximizing
ϵhþh−μþμ−=ð5=2þ

ffiffiffiffiffiffiffiffiffi
Nbkg

p
Þ [21], where ϵhþh−μþμ− is the

FIG. 1. Example diagrams describing the (left) short- and (right) long-distance contributions to D0 → hþh−μþμ− decays, where
q¼ d, s and h ¼ π, K.
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Short distance: Long distance:Observations of rare decays O(10−7):
B(D0 ! ⇡+⇡�µ+µ�) = (9.64± 0.48± 0.51± 0.97)⇥ 10�7

B(D0 ! K+K�µ+µ�) = (1.54± 0.27± 0.09± 0.16)⇥ 10�7

But note: largest systematic errors are due to 
normalization branching fractions:
relative to K−π+μ+μ− (LHCb), relative to K−π+π+π− (CLEO)

Strengths of LHCb:  rare decay D0 → h+h−μ+μ−
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Strengths of LHCb:  rare decay D0 → μ+μ−

LHCb, “Search for the rare decay D0 ! µ+µ�
,” PLB 725, 15 (2013)

Tightest upper limits O(10−9):

B(D0 ! µ+µ�) < 6.2⇥ 10�9 B(D0 ! µ+µ�) ⇡ (2.7⇥ 10�5)⇥ B(D0 ! ��)

But note: standard model expectation depends on γγ:



Strengths of BaBar/Belle(II):  rare decay D0 → γγ 

�12

Belle, “Search for the rare decay D0 ! �� at Belle,” PRD 93, 051102(R) (2016)

and the negative of the D0 momentum in the ϕ rest frame.
As we wish to apply correction factors obtained from
D0 → ϕγ, which contains one photon, to the signal channel
with two photons in the final state, we shift the MC MðγγÞ
mean value by twice its correction and multiply the width
by the square of the corresponding correction factor.
On the other hand, the ΔM resolution is dominated by
the momentum measurement of πþs , for which there is no
difference between the signal and control channel.
Therefore, the ΔM corrections are applied without any
change.
To calibrate the peaking background shape inMðγγÞ, we

compare data and MC distributions in a sample of D0 →
π0π0 that is partially reconstructed using the higher-energy
photons from each π0 decay. The ΔM correction factors are
obtained using a sample of candidates in data and MC
events for the forbidden decay D0 → K0

Sγ, where the
selected candidates are mostly due to partially recon-
structed D0 → K0

Sπ
0 decays.

We apply the fit to simulated MC samples and obtain
yields for the three event categories that are consistent with
their input values. Furthermore, we check the stability and
error coverage of the fit by applying it to an ensemble of
pseudoexperiments where events are drawn from the PDF
shapes for all three event categories as described above.
The exercise is repeated for various possible signal yields
ranging from 0 to 100. We find a negligible bias on the
fitted signal yield and the latter consistent with the input
value within uncertainties.
Applying the 2D fit described above to the 3148

candidate events, we find 4 $ 15 signal, 210 $ 32 peaking
background, and 2934 $ 59 combinatorial background
events. Figure 1 shows the results of the fit. The peaking
background is predominantly due to the D0 → π0π0 decay;
the yield of this background is consistent with the MC
expectation. The χ2 per number of degrees of freedom for
the two fit projections are 0.68 and 1.09, respectively,

which indicate that the fit gives a good description of
the data.
In the absence of a statistically significant signal, we

derive an upper limit at 90% CL on the signal yield (N90%
UL )

following a frequentist method [19] using an ensemble of
pseudoexperiments. For a given signal yield, we generate
5000 sets of signal and background events according to
their PDFs and perform the fit. The CL is obtained by
calculating the fraction of samples that gives a fit yield
larger than that observed in data (four events). The
systematic uncertainty (described below) is accounted
for in the limit calculation by smearing the fit yield. We
obtain N90%

UL to be 25 events.
As this is a relative measurement, most of the systematic

uncertainties common between the signal and normaliza-
tion channels cancel. However, some residual systematics
remain. We estimate their contributions by varying the
selection criteria that do not necessarily factor out. These
include Eγ2, AE, and Pðπ0Þ. For Eγ2, we estimate N=ε with
and without any requirement on the photon energy in the
D0 → ϕγ control sample. The change with respect to the
nominal value is taken as the corresponding systematic
error. The uncertainty due to the Pðπ0Þ requirement is
calculated in the same control sample by comparing the
nominal yield with the one obtained with a substantially
relaxed criterion [Pðπ0Þ < 0.7]. We double the above
systematic uncertainties, as our signal has two photons.
Since we do not have a proper control sample for AE, we fit
to the data without this requirement and take the resulting
change in the upper limit as the systematic error.
Another source of systematics is due to the calibration

factors applied to MC-determined PDF shapes for the fit to
data. In case of signal, we repeat the fit by varying the PDF
shapes in accordance with the uncertainties obtained in the
D0 → ϕγ control channel and take the change in the signal
yield as the systematic error. To estimate the PDF shape
uncertainty due to the peaking background, similar exer-
cises are also performed by changing the corresponding
calibration factors by $ 1σ.
Finally, there is a systematic uncertainty in the efficien-

cies for photon detection, K0
S, and π0 reconstruction. The

systematic error due to photon detection is about 2.2% for
Eγ ¼ 1 GeV [20]. With two energetic photons in the signal
final state, we assign a 4.4% uncertainty. The uncertainty
associated with K0

S reconstruction is estimated with a

FIG. 1. Projections of candidate events onto the MðγγÞ (left)
and ΔM (right) distributions, applying a signal-region criterion
on the other variable. Points with error bars are the data, blue
solid curves are the results of the fit, blue dotted curves represent
the combinatorial background, magenta dashed curves are the
peaking background, and red filled histograms show the signal
component.

TABLE I. Summary of systematic uncertainties for D0 → γγ.

Source Contribution

Cut variation $ 6.8%
PDF shape þ 4.0

−2.4 events
Photon detection $ 4.4%
K0

S reconstruction $ 0.7%
π0 identification $ 4.0%
BðD0 → K0

Sπ
0Þ $ 3.3%
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* D0 tagged using D*+ → D0π+

* peaking background D0 → π0π0

* signal normalized using 343k D0 → KSπ0 decays
* keep improving with more data

sample of D!þ → D0πþs ; D0 → K0
Sðπþπ−Þπþπ− decays

and is 0.7%. We obtain the systematic error due to π0

reconstruction (4.0%) by comparing data-MC differences
of the yield ratio between η → π0π0π0 and η → πþπ−π0.
The last error is that on the branching fraction of
the normalization channel D0 → K0

Sπ
0 [14]. Table I sum-

marizes all systematic sources along with their
contributions.
The 2D fit is then applied to the normalization channel of

D0 → K0
Sπ

0, using the same signal and background models

as for D0 → γγ. All signal shape parameters are floated
during the fit. We find a signal yield of 343050 % 673
events. Using the above information in Eq. (1), we obtain a
90% CL upper limit on the branching fraction of
BðD0 → γγÞ < 8.5 × 10−7. In Fig. 2, we compare our
upper limit with those obtained by CLEO, BESIII, and
BABAR as well as with the c→ uγ branching fractions
expected in the SM and MSSM [5].
In summary, we search for the rare decay D0 → γγ using

the full data sample recorded by the Belle experiment at or
above the ϒð4SÞ resonance. In the absence of a statistically
significant signal, a 90% CL upper limit is set on its
branching fraction of 8.5 × 10−7. Our result constitutes the
most restrictive limit onD0 → γγ to date and can be used to
constrain NP parameter spaces. This FCNC decay will be
probed further at the next-generation Belle II experi-
ment [21].

ACKNOWLEDGMENTS

We thank the KEKB group for excellent operation of the
accelerator; the KEK cryogenics group for efficient
solenoid operations; and the KEK computer group, the
NII, and PNNL/EMSL for valuable computing and
SINET4 network support. We acknowledge support from
MEXT, JSPS, and Nagoya’s TLPRC (Japan); ARC
(Australia); FWF (Austria); NSFC and CCEPP (China);
MSMT (Czechia); CZF, DFG, and VS (Germany); DST
(India); INFN (Italy); MOE, MSIP, NRF, BK21Plus, WCU,
and RSRI (Korea); MNiSW and NCN (Poland); MES and
RFAAE (Russia); ARRS (Slovenia); IKERBASQUE and
UPV/EHU (Spain); SNSF (Switzerland); NSC and MOE
(Taiwan); and DOE and NSF (USA).

[1] C. Greub, T. Hurth, M. Misiak, and D. Wyler, Phys. Lett. B
382 , 415 (1996).

[2] S. Fajfer, P. Singer, and J. Zupan, Phys. Rev. D 64, 074008
(2001).

[3] G. Burdman, E. Golowich, J. A. Hewett, and S. Pakvasa,
Phys. Rev. D 66, 014009 (2002).

[4] N. Cabibbo, Phys. Rev. Lett. 10, 531 (1963); M. Kobayashi
and T. Maskawa, Prog. Theor. Phys. 49, 652 (1973).

[5] S. W. Bosch and G. Buchalla, J. High Energy Phys. 08
(2002) 054.

[6] S. Prelovsek and D. Wyler, Phys. Lett. B 500, 304 (2001).
[7] A. Paul, I. I. Bigi, and S. Recksiegel, Phys. Rev. D 82 ,

094006 (2010).
[8] T. E. Coan et al. (CLEO Collaboration), Phys. Rev. Lett. 90,

101801 (2003).
[9] J. P. Lees et al. (BABAR Collaboration), Phys. Rev. D 85,

091107 (2012).

[10] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. D 91,
112015 (2015).

[11] Throughout this paper, the charge-conjugate decay modes
are always implied unless stated otherwise.

[12] A. Abashian et al. (Belle Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 479, 117 (2002); also, see the
detector section in J. Brodzicka et al., Prog. Theor. Exp.
Phys., 04D001 (2012).

[13] S. Kurokawa and E. Kikutani, Nucl. Instrum. Methods
Phys. Res., Sect. A 499, 1 (2003), and other papers
in this volume; T. Abe et al., Prog. Theor. Exp.
Phys., 03A001 (2013) and following articles up to
03A011.

[14] K. A. Olive (Particle Data Group), Chin. Phys. C 38, 090001
(2014).

[15] E. Nakano, Nucl. Instrum. Methods Phys. Res., Sect. A 494,
402 (2002).

FIG. 2. Ranges of the c→ uγ branching fraction predicted in
the SM and MSSM [5] are compared with our obtained upper
limit on BðD0 → γγÞ, shown by the purple solid line. The limits
from BABAR [9], BESIII [10], and CLEO [8] are indicated by
the green dotted, red long-dashed, and black dashed lines,
respectively.

N. K. NISAR et al. PHYSICAL REVIEW D 93, 051102(R) (2016)

051102-6

RAPID COMMUNICATIONS

CLEO

BESIII
BaBar
Belle

Search for D0 → γγ to access FCNC c → uγ:

A. Big statistics;  B. Sensitivity to neutral final states



�13

Strengths of BaBar/Belle(II):  CP violation in D+ → π+π0 

Belle, “Search for CP violation in the D+ ! ⇡+⇡0 decay at Belle,” PRD 97,
011101(R) (2018)

Terminology/Formulae/Definitions:

Tagging the D+: D⇤+ ! D+⇡0

CP Asymmetry:

Af
CP ⌘ �(D ! f)� �(D̄ ! f̄)

�(D ! f) + �(D̄ ! f̄)

Measure D+ ! ⇡+⇡0 relative to KS⇡+:

�ACP ⌘ A⇡⇡
CP �AK⇡

CP

of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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the bottom two show the corresponding background-subtracted
distributions. Left (right) panels correspond to Dþ (D−) samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.
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and 2.50 GeV=c < p!

D! < 2.95 GeV=c (bottom). Left (right)
panels correspond to Dþ (D−) samples. Points with error bars
are the data. The solid blue curves are the results of the fit. The
red dashed, blue dotted and green dash-dotted curves show the
signal, total- and peaking-background contributions, respectively.
The normalized residuals are shown below each distribution,
and the post-fit χ2 per degree of freedom (χ2=d:o:f:) is given
in each panel.
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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(middle) for the tagged sample, and for the untagged sample
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described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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tagged, 
higher p(D*)

tagged, 
lower p(D*) untagged

D+ → π+π0

D+ → KSπ+

A.  Big statistics
B.  Sensitivity to final states with neutrals
C.  Relatively clean environment

But D.  Improvement over CLEO is only ×2…



�14

Strengths of BaBar/Belle(II):  CP violation in D+ → π+π0 

Belle, “Search for CP violation in the D+ ! ⇡+⇡0 decay at Belle,” PRD 97,
011101(R) (2018)

Terminology/Formulae/Definitions:

Tagging the D+: D⇤+ ! D+⇡0

CP Asymmetry:

Af
CP ⌘ �(D ! f)� �(D̄ ! f̄)

�(D ! f) + �(D̄ ! f̄)

Measure D+ ! ⇡+⇡0 relative to KS⇡+:

�ACP ⌘ A⇡⇡
CP �AK⇡

CP

of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.
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D! < 2.95 GeV=c (bottom). Left (right)
panels correspond to Dþ (D−) samples. Points with error bars
are the data. The solid blue curves are the results of the fit. The
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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FIG. 3. Invariant mass distributions for the K0
Sπ

$ system for the
normalization channel, D → K0

Sπ
$, in the intervals p&

D& >
2.95 GeV=c (top) and 2.50 GeV=c < p&

D& < 2.95 GeV=c
(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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FIG. 3. Invariant mass distributions for the K0
Sπ

$ system for the
normalization channel, D → K0

Sπ
$, in the intervals p&

D& >
2.95 GeV=c (top) and 2.50 GeV=c < p&

D& < 2.95 GeV=c
(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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$ system for the
normalization channel, D → K0

Sπ
$, in the intervals p&

D& >
2.95 GeV=c (top) and 2.50 GeV=c < p&

D& < 2.95 GeV=c
(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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tagged, 
higher p(D*)

tagged, 
lower p(D*) untagged

D+ → π+π0

D+ → KSπ+

A.  Big statistics
B.  Sensitivity to final states with neutrals
C.  Relatively clean environment

But D.  Improvement over CLEO is only ×2…

tecting the photons in the CsI calorimeter. To avoid having
both photons in a region of poorer energy resolution, we
require that at least one of the photons be in the ‘‘good
barrel’’ region, j cos!"j< 0:80. We require that a calorime-
ter cluster has a measured energy above 30 MeV, has a
lateral distribution consistent with that from photons, and
not be matched to any charged track. The invariant mass of
the photon pair is required to be within 3# (#! 6 MeV) of
the known$0 mass. A$0 mass constraint is imposed when
$0 candidates are used in further reconstruction. We re-
construct % candidates in the decay of % ! "".
Candidates are formed using a similar procedure as for
$0 except that #! 12 MeV. We reconstruct %0 candidates
in the decay mode %0 ! $þ$#%. We require jm$þ$#% #
m%0 j< 10 MeV.

V. RESULTS

A. D0 and Dþ

The Mbc distributions for the D0 and Dþ candidate
combinations are shown in Figs. 1 and 2, respectively.
The points show the data and the lines are fits. The nor-
malization modes D0 ! K#$þ and Dþ ! K#$þ$þ are

essentially background free. The backgrounds of all modes
are well described by the distributions obtained from the
!E sidebands. We perform a binned maximum likelihood
fit to extract the D0 or Dþ signal yield from each Mbc

distribution. For the signal, we use an inverted Crystal Ball
line shape [17], which is a Gaussian with a high-side tail.
For high-statistics modes (D0 ! KþK#, K#$þ, K0

S$
0,

K0
S%

0, and Dþ ! K#$þ$þ, K0
SK

þ, K0
S$

þ), we leave all
Crystal Ball parameters free, determining them in the fit.
For other D0 and Dþ modes (lower statistics modes),
Crystal Ball parameters were taken from fits to
Monte Carlo events. Monte Carlo accuracy was checked
in studies with the high-statistics modes, and found to be in
good agreement with the parameters found in fits to the
data. For the background, we use an ARGUS function [18],
with the shape parameter determined from the !E side-
band Mbc distribution, the high-end cutoff given by Ebeam,
and the normalization determined from the fit to the !E
signal region. We verified the correctness of this procedure
with Monte Carlo simulation. The !E signal and sideband
regions are mode dependent, and of comparable width.
Results of the fits are shown in Table I. Table I also
includes the detection efficiency for each mode. The effi-

FIG. 2 (color online). Mbc distributions of D
þ modes. For each distribution, the points are obtained from the !E signal region, the

shaded histogram is from the !E sidebands, and the line is the fit.

H. MENDEZ et al. PHYSICAL REVIEW D 81, 052013 (2010)

052013-4

CLEO, “Measurements of D meson decays to two pseudoscalar mesons,”  PRD 81, 052014 (2010)

818 pb−1 at ψ(3770)

(double-tagged events)
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Strengths of BaBar/Belle(II):  CP violation in D+ → π+π0 

Belle, “Search for CP violation in the D+ ! ⇡+⇡0 decay at Belle,” PRD 97,
011101(R) (2018)

Terminology/Formulae/Definitions:

Tagging the D+: D⇤+ ! D+⇡0

CP Asymmetry:

Af
CP ⌘ �(D ! f)� �(D̄ ! f̄)

�(D ! f) + �(D̄ ! f̄)

Measure D+ ! ⇡+⇡0 relative to KS⇡+:

�ACP ⌘ A⇡⇡
CP �AK⇡

CP

of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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of a Crystal Ball (CB) [18] and a Gaussian function to
model the signal peak for both tagged and untagged fits.
The background in the tagged fit is parametrized by the
sum of a reversed CB and a linear polynomial, while that
for the untagged fit uses a quadratic rather than a linear
polynomial. All signal shape parameters for the tagged fit
are fixed to MC values except for an overall mean and a
width scaling factor, which are floated. We introduce the
scaling factor to account for the possible difference
between data and simulations. For the untagged fit, all
shape parameters are fixed to MC values, aside from the
overall mean, which is floated, and the width scaling factor,
which is fixed from the tagged-data fit. For the background,
the cutoff and tail parameters of the reversed CB are fixed
from MC events, and all other shape parameters are
floated. For the tagged fit, the two p!

D! intervals are
required to have a common signal asymmetry but have
separate background asymmetries. For the tagged sample,
the total signal yield obtained from the fit is 6632" 256
with Aππ

raw ¼ ðþ0.52" 1.92Þ%; the corresponding
results for the untagged sample are 100934" 1952 and

ðþ3.77" 1.60Þ%. The quoted uncertainties are statistical.
Figures 1 and 2 show the projections of the simultaneous
fit performed on the tagged and untagged data samples,
respectively.
For the Dþ → K0

Sπ
þ normalization channel, a fitting

range of 1.80–1.94 GeV=c2 is chosen and the simultaneous
fits for the tagged sample, with two p!

D! intervals, and the
untagged sample are performed as for the D → ππ signal
channel. The narrower fitting range can be afforded
because of the better D-mass resolution. The signal peak
is modeled with the sum of a Gaussian and an asymmetric
Gaussian function, with all shape parameters floated. The
background shape is parametrized with a linear polynomial,
whose slope is floated. The total signal yield obtained from
the tagged fit is 68434" 308 with AKπ

raw¼ð−0.29"0.44Þ%;
the corresponding results for the untagged sample are
982029" 1797 and ð−0.25 " 0.17Þ%. The quoted uncer-
tainties are again statistical. Figure 3 shows the projections
of the simultaneous fit performed on the tagged and
untagged data samples.
From the results of the fit to the signal and normalization

channels, we calculate ΔAraw (tagged) ¼ ðþ0.81" 1.97"
0.19Þ% and ΔAraw (untagged)¼ ðþ4.02" 1.61" 0.32Þ%.
The first uncertainty quoted in each measurement is
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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$ system for the
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(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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FIG. 3. Invariant mass distributions for the K0
Sπ

$ system for the
normalization channel, D → K0

Sπ
$, in the intervals p&

D& >
2.95 GeV=c (top) and 2.50 GeV=c < p&

D& < 2.95 GeV=c
(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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statistical and the second is systematic (see below).
A combination of the two [19] gives

ΔAraw ¼ ðþ2.67$ 1.24$ 0.20Þ%; ð12Þ

which, in conjunction with the world average of
ACPðDþ → K0

Sπ
þÞ [9], results in

ACPðDþ → πþπ0Þ ¼ ðþ2.31$ 1.24$ 0.23Þ%: ð13Þ

The major sources of systematic uncertainty for the
ACP measurement are (i) uncertainty in the signal and

background shapes for the D → ππ fits, (ii) uncertainty in
modeling the peaking-background shape, and (iii) uncer-
tainty in the ACP measurement for the normalization
channel. Source (i) arises from fixing some of the shape
parameters to MC values. Its contribution to the systematic
uncertainties is estimated by constructing an ensemble of
fits, randomizing the fixed parameters with Gaussian
distributions whose mean and width are set to MC values
and then extracting the RMS of the Araw distribution
obtained from the fits. The peaking background of source
(ii) is due to misreconstructed D or Ds meson decays and
exhibits a broad peaking structure shifted to the left of the
signal peak (Figs. 1 and 2). As it is only partially present in
the fitting range, the reversed-CB shape is subject to
uncertainty. We vary the lower MD threshold between
1.68 to 1.72 GeV=c2 in steps of 10 MeV=c2 and then
refit to assess the impact on the signal’s ACP determi-
nation. For source (iii), we rely on the world average of
ACPðDþ → K0

Sπ
þÞ [9]. The various sources of systematic

uncertainties and their values are listed in Table II. The total
uncertainty is $0.23%.
In summary, we have measured the CP-violating asym-

metryACPfor theDþ → πþπ0 decay using 921 fb−1 of data,
with the combined result from two disjoint samples: one
tagged by the decay D&þ → Dþπ0 and the other untagged.
After correcting for the forward-backward asymmetry and
detector-induced efficiency asymmetry, based on the nor-
malization channel Dþ → K0

Sπ
þ, we obtain ACPðDþ →

πþπ0Þ ¼ ½þ2.31$ 1.24ðstatÞ $ 0.23ðsystÞ(%. The result
is consistent with the SM expectation of null asymmetry
and improves the precision bymore than a factor of two over
the previous measurement [11]. Inserting this result into
Eq. (6) along with the current world averages of ACPand B
for D0 → πþπ− [9] and D0 → π0π0 [10] decays, as well as
τ0ðþÞ [9], we obtain R¼ ð−2.2$ 2.7Þ × 10−3. The isospin
sum rule holds to a precision of three per mille, putting
constraints on the NP parameter space [7]. As the statistical
error of ACPðD0 → π0π0Þ, as well as of our result, dominate
the total uncertainty onR, we expect a substantial improve-
ment in testing the sum rule from the upcoming Belle II
experiment [20].
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D& < 2.95 GeV=c
(middle) for the tagged sample, and for the untagged sample
(bottom). Left (right) panels correspond to DþðD−Þ samples.
Points with error bars, colored curves, and residual plots are
described in the caption of Fig. 1.

TABLE II. Summary of systematic uncertainties (%) on ACP.

Source D → ππ tagged
D → ππ
untagged

Signal shape $0.02 $0.23
Peaking background shape $0.19 $0.22

ΔAraw measurement $0.19 $0.32

ACPðD → K0
SπÞ measurement $0.12

Total
(combined ACP measurement) $0.23
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tagged, 
higher p(D*)

tagged, 
lower p(D*) untagged

D+ → π+π0

D+ → KSπ+

A.  Big statistics
B.  Sensitivity to final states with neutrals
C.  Relatively clean environment

But D.  Improvement over CLEO is only ×2…

asymmetry errors are!0:852% for high-momentum kaons
(as in 2-body decays),!0:727% for low-momentum kaons
(as in 3-body decays), and !0:304% for pions.

For D0 vs !D0, the only asymmetry we can measure is
K"!þ vs Kþ!". That difference will contain a compo-
nent from the difference in the doubly Cabibbo-suppressed
decays D0 ! Kþ!" vs !D0 ! K"!þ, as well as the com-
ponent from the favored decays D0 ! K"!þ vs !D0 !
Kþ!". Our measurement does not separate these two
possible asymmetries.

G. Previous CLEO-c measurements

Nearly all of the D ! PP branching fractions reported
in this paper have been previously measured by CLEO,
using CLEO-c data sets that are subsets of the data samples
used here. ForD0 andDþ decays, typically 281 pb"1 from

the 818 pb"1 data sample was used, and for Ds decays,
typically 298 pb"1 from the 586 pb"1 was used. Some of
the earlier measurements detected "s in the decay mode
" ! !þ!"!0 instead of, or in addition to, the " ! ##
decay mode used here. Thus, four possibilities for super-
seding earlier results or combining earlier results with
measurements in this article can occur:
(i) There was no earlier measurement to be superseded.
(ii) The earlier measurement used a subset of the sam-

ple used here, and so the current measurement
supersedes the earlier measurement.

(iii) The earlier measurement used " ! !þ!"!0, and
so that measurement is statistically independent of
the measurement here, and both can be kept, and
combined. We consider the systematic errors of the
two measurements to be completely correlated.

TABLE II. Ratios of branching fractions to the corresponding normalization modes D0 ! K"!þ, Dþ ! K"!þ!þ, and Dþ
s !

K0
SK

þ; branching fraction results from this analysis; and charge asymmetriesACP. Uncertainties are statistical error, systematic error,
and the error from the input branching fractions of normalization modes. In the column labeled Previous, S with a citation indicates
that this result supersedes the previous result; A with a citation indicates that this result is statistically independent of the previous
measurement and can be averaged with it assuming that the systematic errors are fully correlated; N without a citation indicates that
there is no previous CLEO-c measurement; and I with a citation indicates that this is an external input normalization branching
fraction. Note that the D0 normalization mode is the sum of D0 ! K"!þ and D0 ! Kþ!" (see text).

Mode Bmode=BNormalization (%) This result B (%) ACP (%) Previous

D0 ! KþK" 10:41! 0:11! 0:12 0:407! 0:004! 0:005! 0:008 S [19]
D0 ! K0

SK
0
S 0:41! 0:04! 0:02 0:0160! 0:0017! 0:0008! 0:0003 S [19]

D0 ! !þ!" 3:70! 0:06! 0:09 0:145! 0:002! 0:004! 0:003 S [20]
D0 ! !0!0 2:06! 0:07! 0:10 0:081! 0:003! 0:004! 0:002 S [20]
D0 ! K"!þ 100 3.9058 external input 0:5! 0:4! 0:9 I [2]
D0 ! K0

S!
0 30:4! 0:3! 0:9 1:19! 0:01! 0:04! 0:02 S [21]

D0 ! K0
S" 12:3! 0:3! 0:7 0:481! 0:011! 0:026! 0:010 S [22]

D0 ! !0" 1:74! 0:15! 0:11 0:068! 0:006! 0:004! 0:001 A [20] S [23]
D0 ! K0

S"
0 24:3! 0:8! 1:1 0:95! 0:03! 0:04! 0:02 N

D0 ! !0"0 2:3! 0:3! 0:2 0:091! 0:011! 0:006! 0:002 S [23]
D0 ! "" 4:3! 0:3! 0:4 0:167! 0:011! 0:014! 0:003 S [23]
D0 ! ""0 2:7! 0:6! 0:3 0:105! 0:024! 0:010! 0:002 S [23]

Dþ ! K"!þ!þ 100 9.1400 external input "0:1! 0:4! 0:9 I [2]
Dþ ! K0

SK
þ 3:35! 0:06! 0:07 0:306! 0:005! 0:007! 0:007 "0:2! 1:5! 0:9 S [19]

Dþ ! !þ!0 1:29! 0:04! 0:05 0:118! 0:003! 0:005! 0:003 2:9! 2:9! 0:3 S [20]
Dþ ! K0

S!
þ 16:82! 0:12! 0:37 1:537! 0:011! 0:034! 0:033 "1:3! 0:7! 0:3 S [2]

Dþ ! Kþ!0 0:19! 0:02! 0:01 0:0172! 0:0018! 0:0007! 0:0004 "3:5! 10:7! 0:9 S [12]
Dþ ! Kþ" <0:15 (90% C.L.) <0:013 (90% C.L.) N
Dþ ! !þ" 3:87! 0:09! 0:19 0:354! 0:008! 0:018! 0:008 "2:0! 2:3! 0:3 A [20] S [23]
Dþ ! Kþ"0 <0:20 (90% C.L.) <0:019 (90% C.L.) N
Dþ ! !þ"0 5:12! 0:17! 0:25 0:468! 0:016! 0:023! 0:010 "4:0! 3:4! 0:3 S [23]

Dþ
s ! K0

SK
þ 100 1.4900 external input 4:7! 1:8! 0:9 I [3]

Dþ
s ! !þ!0 <2:3 (90% C.L.) <0:037 (90% C.L.) S [13]

Dþ
s ! K0

S!
þ 8:5! 0:7! 0:2 0:126! 0:011! 0:003! 0:007 16:3! 7:3! 0:3 S [13]

Dþ
s ! Kþ!0 4:2! 1:4! 0:2 0:062! 0:022! 0:004! 0:004 "26:6! 23:8! 0:9 S [13]

Dþ
s ! Kþ" 11:8! 2:2! 0:6 0:176! 0:033! 0:009! 0:010 9:3! 15:2! 0:9 S [13]

Dþ
s ! !þ" 123:6! 4:3! 6:3 1:84! 0:06! 0:09! 0:11 "4:6! 2:9! 0:3 S [3]

Dþ
s ! Kþ"0 11:8! 3:6! 0:7 0:18! 0:05! 0:01! 0:01 6:0! 18:9! 0:9 S [13]

Dþ
s ! !þ"0 265:4! 8:8! 13:9 3:95! 0:13! 0:21! 0:23 "6:1! 3:0! 0:3 S [3]

MEASUREMENTS OF D MESON DECAYS TO TWO . . . PHYSICAL REVIEW D 81, 052013 (2010)

052013-7

CLEO, “Measurements of D meson decays to two pseudoscalar mesons,”  PRD 81, 052014 (2010)

+ Ds modes
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Strengths of CLEO/BES/τc-Factory

(1) Quantum-correlated pairs of D-mesons
⇒  complementary to other mixing and CP studies (and input for B → DK)

(2) Leptonic decays
⇒  precision QCD and tests of lepton-flavor universality

(3) Special hadronic decays (e.g. D+ → π+π0)
⇒  CP asymmetries and absolute branching fractions

(4) Charmed baryons
⇒ absolute branching fractions and features of production

(5) Rare decays (also from charmonium)
⇒ complementary searches 
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CLEO (legacy), “Updated measurement of the strong phase in D0 ! K+⇡�

decay using quantum correlations in e+e� ! D0D̄0
at CLEO,” PRD 86, 112001

(2012)

Exploit quantum correlations in ψ(3770) decays:

| >! 1p
2
(|D0 >1 |D̄0 >2 �|D̄0 >1 |D0 >2)

Measure many different pairs of final states (i,j):

�(i, j)

BiBj
= fij(Bi, Bj , ri, rj , Ri, Rj , �i, �j , x, y) /

N(i, j)

BiBj

Different (i,j) produce different parameter dependences:

These Bi are related to rates of single tags (ST), or individually reconstructed D0 or D̄0

candidates, which are obtained by summing over DT rates:

�(i, X) =
X

j

[�(i, j) + �(i, |̄)] = Bi + Bı̄ = A2
i

⇣
1 + 2yriRi cos �i + r2i

⌘
. (12)

Here, we have used an expression for y in terms of ri, Ri, and �i, which is derived from
Eqs. (2–4) and Eqs. (5–6):

y =

P
i

hR
|Ai(x)� Āi(x)|2dx�

R
|Ai(x) + Āi(x)|2dx

i

P
i

hR
|Ai(x)� Āi(x)|2dx+

R
|Ai(x) + Āi(x)|2dx

i = �2

P
i A

2
i riRi cos �iP

i A
2
i (1 + r2i )

. (13)

Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
between the D0 and D̄0 decays, and our sensitivity to mixing comes from comparing ST to
DT rates.

Table I gives the notation for the various ri and �i that appear in this analysis. The final
states of mixed CP (denoted by f and f̄ below) that we consider are K⌥⇡± and K0

S⇡
+⇡�.

Following Ref. [29], theK0
S⇡

+⇡� Dalitz plot is divided into eight bins according to the strong
phase of the decay amplitude. We denote the portions of K0

S⇡
+⇡� in phase bin i by Yi and

Ȳi, where mK0
S⇡

� < mK0
S⇡

+ for Yi, and mK0
S⇡

� > mK0
S⇡

+ for Ȳi. The corresponding amplitude
ratio magnitudes and branching fraction ratios integrated over bin i are denoted by ⇢i and
Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate

5

Create an overconstrained system and fit.

CLEO: 261 measurements;
             51 free parameters;
             no external dependencies

(KSπ+π−)
(CP+)
(CP−)

(semilep.)

Terminology/Formulae/Definitions:

Amplitudes to a final state i:

Ai ⌘ A(D0 ! i)

Āi ⌘ A(D̄0 ! i)

Ratio of amplitudes:

ri ⌘
|Āi|
|Ai|

Strong phase between Ai and Āi:

Rie
�i�i ⌘

R
ĀiA⇤

i dxi

|Ai||Āi|

For the 2-body case:

Ri = 1; rie
�i�i =

Āi

Ai

For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — a global fit
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CLEO (legacy), “Updated measurement of the strong phase in D0 ! K+⇡�

decay using quantum correlations in e+e� ! D0D̄0
at CLEO,” PRD 86, 112001

(2012)

Exploit quantum correlations in ψ(3770) decays:

| >! 1p
2
(|D0 >1 |D̄0 >2 �|D̄0 >1 |D0 >2)

Measure many different pairs of final states (i,j):

�(i, j)

BiBj
= fij(Bi, Bj , ri, rj , Ri, Rj , �i, �j , x, y) /

N(i, j)

BiBj

Different (i,j) produce different parameter dependences:

These Bi are related to rates of single tags (ST), or individually reconstructed D0 or D̄0

candidates, which are obtained by summing over DT rates:

�(i, X) =
X

j

[�(i, j) + �(i, |̄)] = Bi + Bı̄ = A2
i

⇣
1 + 2yriRi cos �i + r2i

⌘
. (12)

Here, we have used an expression for y in terms of ri, Ri, and �i, which is derived from
Eqs. (2–4) and Eqs. (5–6):

y =

P
i

hR
|Ai(x)� Āi(x)|2dx�

R
|Ai(x) + Āi(x)|2dx

i

P
i

hR
|Ai(x)� Āi(x)|2dx+

R
|Ai(x) + Āi(x)|2dx

i = �2

P
i A

2
i riRi cos �iP

i A
2
i (1 + r2i )

. (13)

Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
between the D0 and D̄0 decays, and our sensitivity to mixing comes from comparing ST to
DT rates.

Table I gives the notation for the various ri and �i that appear in this analysis. The final
states of mixed CP (denoted by f and f̄ below) that we consider are K⌥⇡± and K0

S⇡
+⇡�.

Following Ref. [29], theK0
S⇡

+⇡� Dalitz plot is divided into eight bins according to the strong
phase of the decay amplitude. We denote the portions of K0

S⇡
+⇡� in phase bin i by Yi and

Ȳi, where mK0
S⇡

� < mK0
S⇡

+ for Yi, and mK0
S⇡

� > mK0
S⇡

+ for Ȳi. The corresponding amplitude
ratio magnitudes and branching fraction ratios integrated over bin i are denoted by ⇢i and
Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate

5

Create an overconstrained system and fit.

CLEO: 261 measurements;
             51 free parameters;
             no external dependencies

(KSπ+π−)
(CP+)
(CP−)

(semilep.)

Terminology/Formulae/Definitions:

Amplitudes to a final state i:

Ai ⌘ A(D0 ! i)

Āi ⌘ A(D̄0 ! i)

Ratio of amplitudes:

ri ⌘
|Āi|
|Ai|

Strong phase between Ai and Āi:

Rie
�i�i ⌘

R
ĀiA⇤

i dxi

|Ai||Āi|

For the 2-body case:

Ri = 1; rie
�i�i =

Āi

Ai

For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — a global fit
TABLE II. Correlated (C-odd) and uncorrelated e↵ective D0D̄0 branching fractions, F

cor and
F

unc, to leading order in x, y and RWS, divided by Bi for ST modes i and BiBj for DT modes
{i, j}. Charge conjugate modes are implied.

Mode Correlated Uncorrelated

K�⇡+ 1 +RWS 1 +RWS

S+ 2 2
S� 2 2
Yk 1 +Qk 1 +Qk

K�⇡+, K�⇡+ RM[(1 +RWS)2 � 4r cos �(r cos � + y)] RWS

K�⇡+, K+⇡� (1 +RWS)2 � 4r cos �(r cos � + y) 1 +R2
WS

K�⇡+, S+ 1 +RWS + 2r cos � + y 1 +RWS

K�⇡+, S� 1 +RWS � 2r cos � � y 1 +RWS

K�⇡+, `� 1� ry cos � � rx sin � 1
K�⇡+, `+ r2(1� ry cos � � rx sin �) RWS

K�⇡+, Ȳi
(1 +RWS)(1 +Qi)� r2 � ⇢2i

�2(r cos � + y)(⇢ici + y) + 2r sin �⇢isi
1 +RWSQi

K�⇡+, Yi
(1 +RWS)(1 +Qi)� 1� r2⇢2i

�2(r cos � + y)(⇢ici + y)� 2r sin �⇢isi
RWS +Qi

S+, S+ 0 1
S�, S� 0 1
S+, S� 4 2
S+, `� 1 + y 1
S�, `� 1� y 1
S+, Yi 1 +Qi + 2⇢ici + y 1 +Qi

S�, Yi 1 +Qi � 2⇢ici � y 1 +Qi

Yi, `� 1� ⇢iyci � ⇢ixsi 1
Yi, `+ ⇢2i (1� ⇢iyci � ⇢ixsi) Qi

Yi, Ȳj
(1 +Qi)(1 +Qj)� ⇢2i � ⇢2j

�2(⇢ici + y)(⇢jcj + y) + 2⇢isi⇢jsj
1 +QiQj

Yi, Yj
(1 +Qi)(1 +Qj)� 1� ⇢2i ⇢

2
j

�2(⇢ici + y)(⇢jcj + y)� 2⇢isi⇢jsj
Qi +Qj

tags the K�⇡+ parent D to be a CP eigenstate with the opposite eigenvalue. Since this
D eigenstate is a linear combination of the flavor eigenstates D0 and D̄0, the decay rate is
modulated by the relative phase between the D0

! K�⇡+ and D̄0
! K�⇡+ amplitudes.

Similarly, probing sin � requires the interference of K�⇡+ with another mode, such as
K0

S⇡
+⇡�, that has non-zero Ri sin �i. However, unlike CP eigenstates, the phases inK0

S⇡
+⇡�

are not fixed by a fundamental symmetry, so we must measure sin � and si simultaneously.
Since these sine factors only appear in products with other sine factors, there is an overall
sign ambiguity, which can be resolved by combining our measurements of sin � and cos �
with external measurements of y0 and x.

Our main source of information on y comes from CP -tagged semileptonic decays. In these
weak transitions, the semileptonic decay width is independent of the parent D meson’s CP
eigenvalue. In contrast, the total width of the parent meson reflects its CP eigenvalue:
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Exploit quantum correlations in ψ(3770) decays:

| >! 1p
2
(|D0 >1 |D̄0 >2 �|D̄0 >1 |D0 >2)

Measure many different pairs of final states (i,j):

�(i, j)

BiBj
= fij(Bi, Bj , ri, rj , Ri, Rj , �i, �j , x, y) /

N(i, j)

BiBj

Different (i,j) produce different parameter dependences:

These Bi are related to rates of single tags (ST), or individually reconstructed D0 or D̄0

candidates, which are obtained by summing over DT rates:

�(i, X) =
X

j

[�(i, j) + �(i, |̄)] = Bi + Bı̄ = A2
i

⇣
1 + 2yriRi cos �i + r2i

⌘
. (12)

Here, we have used an expression for y in terms of ri, Ri, and �i, which is derived from
Eqs. (2–4) and Eqs. (5–6):

y =

P
i

hR
|Ai(x)� Āi(x)|2dx�

R
|Ai(x) + Āi(x)|2dx

i

P
i

hR
|Ai(x)� Āi(x)|2dx+

R
|Ai(x) + Āi(x)|2dx

i = �2

P
i A

2
i riRi cos �iP

i A
2
i (1 + r2i )

. (13)

Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
between the D0 and D̄0 decays, and our sensitivity to mixing comes from comparing ST to
DT rates.

Table I gives the notation for the various ri and �i that appear in this analysis. The final
states of mixed CP (denoted by f and f̄ below) that we consider are K⌥⇡± and K0

S⇡
+⇡�.

Following Ref. [29], theK0
S⇡

+⇡� Dalitz plot is divided into eight bins according to the strong
phase of the decay amplitude. We denote the portions of K0

S⇡
+⇡� in phase bin i by Yi and

Ȳi, where mK0
S⇡

� < mK0
S⇡

+ for Yi, and mK0
S⇡

� > mK0
S⇡

+ for Ȳi. The corresponding amplitude
ratio magnitudes and branching fraction ratios integrated over bin i are denoted by ⇢i and
Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate

5

Create an overconstrained system and fit.

CLEO: 261 measurements;
             51 free parameters;
             no external dependencies

(KSπ+π−)
(CP+)
(CP−)

(semilep.)

Terminology/Formulae/Definitions:

Amplitudes to a final state i:

Ai ⌘ A(D0 ! i)

Āi ⌘ A(D̄0 ! i)

Ratio of amplitudes:

ri ⌘
|Āi|
|Ai|

Strong phase between Ai and Āi:

Rie
�i�i ⌘

R
ĀiA⇤

i dxi

|Ai||Āi|

For the 2-body case:

Ri = 1; rie
�i�i =

Āi

Ai

For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

For DT modes with K0
S⇡

+⇡�, we use the signal yields, e�ciencies, and background esti-
mates determined in Ref. [29].

FIG. 3. Two-dimensional M distributions with signal (S) and sideband (A, B, C, D) regions
depicted, for {K�⇡+,K+⇡�

} and {K+K�,K0
S⇡

0
}.

C. Double Tags with K0
L

For hadronic DT modes with a single K0
L, we employ the same partial reconstruction

technique as for K0
L⇡

0 decays in Ref. [12], where the K0
L is identified by the four-vector

recoiling against all other observed particles in the event. In the current analysis, we tag
K0

L⇡
0, K0

L⌘, K
0
L!, and K0

L⇡
0⇡0 decays with fully reconstructed ST candidates, as allowed

by CP conservation and selected as described in Section IIIA, and with an additional
requirement of 1.86 GeV/c2 < M < 1.87 GeV/c2. Each ST candidate is combined with a
⇡0, ⌘, ! candidate, or a pair of ⇡0 candidates. The signal process with K0

L appears as a
peak in the squared recoil mass, M2

miss, against this system. As in Ref. [12], we suppress
the background by vetoing events with additional unassigned charged particles, but we veto
addtional ⇡0 candidates only for the K0

L⌘ mode. In addition, for all K0
L modes, we follow

Ref. [29] by applying a veto on extra showers outside an energy-dependent cone around the
predicted K0

L direction.
Figure 4 shows examples of the resultant M2

miss distributions in data. We obtain yields
from event counts in the signal and sideband regions as shown in Table VII, where the
sideband is scaled by a factor determined from simulated events. We also subtract a small
contribution due to continuum qq̄ production, which is also estimated from simulated events.

Table VIII lists the DT yields and e�ciencies for K0
L modes without K0

S⇡
+⇡�. There

are no uncorrelated systematic uncertainties for these modes. In the fit, we also include the

11

1731 events 107 events

Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — a global fit



�20

CLEO (legacy), “Updated measurement of the strong phase in D0 ! K+⇡�

decay using quantum correlations in e+e� ! D0D̄0
at CLEO,” PRD 86, 112001

(2012)

Exploit quantum correlations in ψ(3770) decays:

| >! 1p
2
(|D0 >1 |D̄0 >2 �|D̄0 >1 |D0 >2)
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BiBj

Different (i,j) produce different parameter dependences:

These Bi are related to rates of single tags (ST), or individually reconstructed D0 or D̄0

candidates, which are obtained by summing over DT rates:

�(i, X) =
X
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[�(i, j) + �(i, |̄)] = Bi + Bı̄ = A2
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⇣
1 + 2yriRi cos �i + r2i

⌘
. (12)

Here, we have used an expression for y in terms of ri, Ri, and �i, which is derived from
Eqs. (2–4) and Eqs. (5–6):

y =
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Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
between the D0 and D̄0 decays, and our sensitivity to mixing comes from comparing ST to
DT rates.

Table I gives the notation for the various ri and �i that appear in this analysis. The final
states of mixed CP (denoted by f and f̄ below) that we consider are K⌥⇡± and K0

S⇡
+⇡�.

Following Ref. [29], theK0
S⇡

+⇡� Dalitz plot is divided into eight bins according to the strong
phase of the decay amplitude. We denote the portions of K0

S⇡
+⇡� in phase bin i by Yi and

Ȳi, where mK0
S⇡

� < mK0
S⇡

+ for Yi, and mK0
S⇡

� > mK0
S⇡

+ for Ȳi. The corresponding amplitude
ratio magnitudes and branching fraction ratios integrated over bin i are denoted by ⇢i and
Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate

5

Create an overconstrained system and fit.

CLEO: 261 measurements;
             51 free parameters;
             no external dependencies

(KSπ+π−)
(CP+)
(CP−)

(semilep.)

Terminology/Formulae/Definitions:

Amplitudes to a final state i:

Ai ⌘ A(D0 ! i)

Āi ⌘ A(D̄0 ! i)

Ratio of amplitudes:

ri ⌘
|Āi|
|Ai|

Strong phase between Ai and Āi:

Rie
�i�i ⌘

R
ĀiA⇤

i dxi

|Ai||Āi|

For the 2-body case:

Ri = 1; rie
�i�i =

Āi

Ai

For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

TABLE XVII. Results from the Standard Fit and the Extended Fit for all parameters except
branching fractions. Uncertainties are statistical and systematic, respectively. In the Extended
Fit, we quote only one uncertainty for y, r2, and x2, which are directly constrained by an external
measurement.

Parameter Standard Fit Extended Fit

N (106) 3.092± 0.050± 0.040 3.114± 0.050± 0.040
y (%) 4.2± 2.0± 1.0 0.636± 0.114
r2 (%) 0.533± 0.107± 0.045 0.333± 0.008
cos � 0.81+0.22+0.07

�0.18�0.05 1.15+0.19+0.00
�0.17�0.08

sin � �0.01± 0.41± 0.04 0.56+0.32+0.21
�0.31�0.20

x2 (%) 0.06± 0.23± 0.11 0.0022± 0.0023
⇢20 0.337± 0.030± 0.006 0.352± 0.032± 0.005
⇢21 0.270± 0.044± 0.005 0.280± 0.047± 0.000
⇢22 0.235± 0.028± 0.003 0.252± 0.028± 0.004
⇢23 0.399± 0.066± 0.005 0.416± 0.069± 0.000
⇢24 0.592± 0.067± 0.010 0.623± 0.071± 0.000
⇢25 0.343± 0.044± 0.000 0.329± 0.040± 0.008
⇢26 0.146± 0.023± 0.000 0.145± 0.023± 0.000
⇢27 0.445± 0.039± 0.002 0.439± 0.039± 0.003
c0 �0.76± 0.06± 0.01 �0.73± 0.06± 0.01
c1 �0.75± 0.11± 0.00 �0.72± 0.11± 0.02
c2 0.00± 0.10± 0.01 0.03± 0.10± 0.02
c3 0.45± 0.15± 0.01 0.47± 0.14± 0.01
c4 0.95± 0.07± 0.01 0.95± 0.07± 0.00
c5 0.79± 0.09± 0.01 0.81± 0.09± 0.00
c6 �0.20± 0.13± 0.02 �0.16± 0.13± 0.01
c7 �0.41± 0.07± 0.01 �0.39± 0.07± 0.01
s0 0.55± 0.16± 0.00 0.61± 0.15± 0.02
s1 0.53± 0.28± 0.00 0.56± 0.27± 0.03
s2 0.93± 0.15± 0.00 0.91± 0.15± 0.02
s3 0.47± 0.30± 0.00 0.52± 0.29± 0.01
s4 0.55± 0.24± 0.00 0.60± 0.23± 0.02
s5 �0.71± 0.24± 0.00 �0.69± 0.24± 0.00
s6 �0.42± 0.27± 0.06 �0.17± 0.29± 0.03
s7 �0.30± 0.18± 0.04 �0.21± 0.19± 0.03

�2
fit/ndof 193.2/210 214.7/222

re-minimizing the �2 at each point and computing L = e�(�2��2
min)/2. Also shown are the

two-dimensional contours for combinations of y, cos �, and sin �. Because of the sin � sign
ambiguity, the PDFs for both sin � and � in the Standard Fit are symmetric around zero.
Figure 10 shows the same distributions for the Extended Fit. Here, the sign ambiguity is
resolved by the external measurements. All the PDFs, except those for �, are well described
by Gaussians or bifurcated Gaussians. In particular, the non-Gaussian profile for cos � in
the Standard Fit from Ref. [12] has been eliminated by our direct measurement of r2.

Although the central value for cos � in the Extended Fit is unphysical, we find ⌧ ⌘
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TABLE XVIII. Branching fraction results from the Standard Fit and the Extended Fit. Uncer-
tainties are statistical and systematic, respectively.

Parameter Standard Fit Extended Fit

B(K�⇡+) (%) 3.77± 0.06± 0.05 3.76± 0.06± 0.05
B(K�K+) (10�3) 3.99± 0.07± 0.08 3.98± 0.07± 0.08
B(⇡�⇡+) (10�3) 1.36± 0.03± 0.04 1.37± 0.03± 0.04
B(K0

S⇡
0⇡0) (%) 0.99± 0.02± 0.06 0.99± 0.02± 0.06

B(K0
L⇡

0) (%) 0.94± 0.03± 0.03 0.96± 0.03± 0.03
B(K0

L⌘) (10
�3) 3.36± 0.30± 0.17 3.40± 0.31± 0.17

B(K0
L!) (%) 0.90± 0.05± 0.03 0.91± 0.05± 0.03

B(K0
S⇡

0) (%) 1.17± 0.02± 0.03 1.16± 0.02± 0.03
B(K0

S⌘) (10
�3) 4.95± 0.14± 0.36 4.90± 0.14± 0.36

B(K0
S!) (%) 1.15± 0.02± 0.04 1.14± 0.02± 0.04

B(K0
L⇡

0⇡0) (%) 0.95± 0.06± 0.05 0.94± 0.06± 0.05
B(K�e+⌫e) (%) 3.54± 0.05± 0.08 3.52± 0.05± 0.08
B(K�µ+⌫µ) (%) 3.38± 0.05± 0.08 3.36± 0.05± 0.08
B(Y0) (10�3) 4.38± 0.18± 0.12 4.33± 0.17± 0.11
B(Y1) (10�3) 1.65± 0.10± 0.04 1.63± 0.10± 0.04
B(Y2) (10�3) 3.43± 0.16± 0.10 3.33± 0.14± 0.08
B(Y3) (10�3) 0.99± 0.08± 0.03 0.97± 0.08± 0.02
B(Y4) (10�3) 1.70± 0.11± 0.05 1.62± 0.10± 0.04
B(Y5) (10�3) 2.11± 0.13± 0.07 2.13± 0.12± 0.05
B(Y6) (10�3) 3.15± 0.15± 0.08 3.14± 0.14± 0.08
B(Y7) (10�3) 3.68± 0.16± 0.09 3.71± 0.16± 0.09

(cos2 � + sin2 �)1/2 = 1.28 ± 0.27 to be consistent with physical boundary. Similarly, in the
Standard Fit, ⌧ = 0.81 ± 0.21. The PDFs for � in Figs. 9 and 10 are obtained by probing
cos � and sin � under the constraint ⌧ = 1, which reduces the height of the PDF relative to
the other parameters. The implied values for � from these PDFs are |�| = (10+28+13

�53�0 )� for the
Standard Fit and � = (18+11

�17)
� for the Extended Fit. Also, applying the above constraint

in the Standard Fit improves the uncertainties on y and x2 by 15% and 8%, respectively,
resulting in y = (3.3± 1.7± 0.8)% and x2 = (0.14± 0.21± 0.09)%; the changes in all other
parameters are negligible. Performing the Extended Fit with ⌧ = 1 produces negligible
shifts in all the fit parameters.

Our results for ci, si, and branching fractions do not supersede other CLEO-c measure-
ments. For ci and si, our fitted values are consistent with those in Ref. [29], after accounting
for di↵erences between the two analyses.

VII. SUMMARY

We present an updated analysis of quantum correlations in D0D̄0 decays at the  (3770)
using the full CLEO-c dataset, resulting in a new value of cos � = 0.81+0.22+0.07

�0.18�0.05 and a first
measurement of sin � = �0.01 ± 0.41 ± 0.04, which, when combined, imply a strong phase
of |�| = (10+28+13

�53�0 )�. By including external inputs on mixing parameters in the fit, we find
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Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
between the D0 and D̄0 decays, and our sensitivity to mixing comes from comparing ST to
DT rates.

Table I gives the notation for the various ri and �i that appear in this analysis. The final
states of mixed CP (denoted by f and f̄ below) that we consider are K⌥⇡± and K0

S⇡
+⇡�.

Following Ref. [29], theK0
S⇡

+⇡� Dalitz plot is divided into eight bins according to the strong
phase of the decay amplitude. We denote the portions of K0

S⇡
+⇡� in phase bin i by Yi and

Ȳi, where mK0
S⇡

� < mK0
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+ for Yi, and mK0
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� > mK0
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+ for Ȳi. The corresponding amplitude
ratio magnitudes and branching fraction ratios integrated over bin i are denoted by ⇢i and
Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate
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CLEO (legacy), “Updated measurement of the strong phase in D0 ! K+⇡�

decay using quantum correlations in e+e� ! D0D̄0
at CLEO,” PRD 86, 112001

(2012)
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Thus, both ST rates and the total rate, �D0D̄0 , are una↵ected by quantum correlations
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Qi, respectively. As in Ref. [29], we denote the real and imaginary parts of Eq. (6) by ci
and si, respectively, but with the opposite sign convention for si. Semileptonic final states
(`±), CP -even eigenstates (S+), and CP -odd eigenstates (S�) have known values of ri and
�i, which give them unique leverage in determining the parameters in the other final states,
as demonstrated below. Note that, as shown in Eqs. (10) and (11), the ratio Bı̄/Bi does not
equal r2i in general.

TABLE I. Parameters describing the ratio of amplitudes Ai and Āi for the final states i. The ·

indicates that we do not make explicit reference to �i for the Yk modes in this article, but consider
only ck and sk instead.

Final State ri �i Ri cos �i Ri sin �i Bı̄/Bi

K⌥⇡± r � cos � sin � RWS

Yk/Ȳk ⇢k · ck sk Qk

S+ 1 ⇡ �1 0 1
S� 1 0 +1 0 1
`± 0 — — — 0

Using the definitions in Table I, we evaluate in Table II the quantum-correlated D0D̄0

branching fractions, F cor, for all categories of final states reconstructed in this analysis; we
also give the corresponding uncorrelated branching fractions, Func. Comparing F

cor with
F

unc allows us to extract y, r2, cos �, and sin �. Although we neglect x2 and y2 terms in
general, we report a result for x2 as determined solely from the suppressed {K±⇡⌥, K±⇡⌥

}

final states.
From Table II, one finds that, given r2 and y, cos � can be determined by measuring

the size of the interference between K�⇡+ and a CP eigenstate. The CP of the eigenstate
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Rie
�i�i ⌘

R
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�(i, j) =
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2
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|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie
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Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — a global fit
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Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — the (S,Kπ) piece

BESIII, “Measurement of the D ! K�⇡+ strong phase di↵erence in  (3770) !
D0D̄0,” PLB 734, 227 (2014)

ACP
K⇡ ⌘ B(DS� ! K�⇡+)�B(DS+ ! K�⇡+)

B(DS� ! K�⇡+) +B(DS+ ! K�⇡+)

=
2r cos �K⇡ + y

1 +RWS

Terminology/Formulae/Definitions:

Amplitudes to a final state i:

Ai ⌘ A(D0 ! i)

Āi ⌘ A(D̄0 ! i)

Ratio of amplitudes:

ri ⌘
|Āi|
|Ai|

Strong phase between Ai and Āi:

Rie
�i�i ⌘

R
ĀiA⇤

i dxi

|Ai||Āi|

For the 2-body case:

Ri = 1; rie
�i�i =

Āi

Ai

For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

BESIII looked specifically at final states (K−π+, S±)
to determine δKπ:

Final states included:

Use external r, y, RWS as input to extract δKπ:

cos �K⇡ = 1.02± 0.11± 0.06± 0.01

230 BESIII Collaboration / Physics Letters B 734 (2014) 227–233

Table 1
D decay modes used in this analysis.

Type Mode

Flavored K −π+, K +π−

S+ K + K −,π+π−, K 0
S π

0π0,π0π0,ρ0π0

S− K 0
S π

0, K 0
S η, K 0

S ω

calorimeter (EMC) composed of 6240 CsI(Tl) crystals, a supercon-
ducting solenoid magnet providing a magnetic field of 1.0 T along 
the beam direction, and a muon counter containing multi-layer 
resistive plate chambers installed in the steel flux-return yoke of 
the magnet. The MDC spatial resolution is about 135 µm and the 
momentum resolution is about 0.5% for a charged track with trans-
verse momentum of 1 GeV/c. The energy resolution for showers in 
the EMC is 2.5% at 1 GeV. More details of the spectrometer can be 
found in Ref. [11].

3. MC simulation

Monte Carlo (MC) simulation serves to estimate the detection 
efficiency and to understand background components. MC sam-
ples corresponding to about 10 times the luminosity of data are 
generated with a geant4-based [12] software package [13], which 
includes simulations of the geometry of the spectrometer and in-
teractions of particles with the detector materials. kkmc is used to 
model the beam energy spread and the initial-state radiation (ISR) 
in the e+e− annihilations [14]. The inclusive MC samples consist 
of the production of D D pairs with consideration of quantum co-
herence for all modes relevant to this analysis, the non-D D decays 
of ψ(3770), the ISR production of low mass ψ states, and QED 
and qq̄ continuum processes. Known decays recorded in the Par-
ticle Data Group (PDG) [15] are simulated with evtgen [16] and 
the unknown decays with lundcharm [17]. The final-state radia-
tion (FSR) off charged tracks is taken into account with the photos
package [18]. MC samples of D → S± , D → X (X denotes inclusive 
decay products) processes are used to estimate the ST efficiencies, 
and MC samples of D → S± , D → Kπ processes are used to esti-
mate the DT efficiencies.

4. Data analysis

The decay modes used for tagging the CP eigenstates are listed 
in Table 1, where π0 → γ γ , η → γ γ , K 0

S → π+π− and ω →
π+π−π0. For each mode, D candidates are reconstructed from all 
possible combinations of final-state particles, according to the fol-
lowing selection criteria.

Momenta and impact parameters of charged tracks are mea-
sured by the MDC. Charged tracks are required to satisfy | cos θ | <
0.93, where θ is the polar angle with respect to the beam axis, 
and have a closest approach to the IP within ± 10 cm along the 
beam direction and within ± 1 cm in the plane perpendicular to 
the beam axis. Particle identification is implemented by combin-
ing the information of normalized energy deposition (dE/dx) in 
the MDC and the flight time measurements from the TOF. For a 
charged π(K ) candidate, the probability of the π(K ) hypothesis is 
required to be larger than that of the K (π) hypothesis.

Photons are reconstructed as energy deposition clusters in the 
EMC. The energies of photon candidates must be larger than 
25 MeV for | cos θ | < 0.8 (barrel) and 50 MeV for 0.84 < | cos θ | <
0.92 (end-cap). To suppress fake photons due to electronic noise or 
beam backgrounds, the shower time must be less than 700 ns from 
the event start time [19]. However, in the case that no charged 
track is detected, the event start time is not reliable, and instead 
the shower time must be within ± 500 ns from the time of the 
most energetic shower.

Table 2
Requirements on (E for different D reconstruction modes.

Mode Requirement (GeV)

K + K − −0.025 < (E < 0.025
π+π− −0.030 < (E < 0.030
K 0

S π
0π0 −0.080 < (E < 0.045

π0π0 −0.080 < (E < 0.040
ρ0π0 −0.070 < (E < 0.040
K 0

S π
0 −0.070 < (E < 0.040

K 0
S η −0.040 < (E < 0.040

K 0
S ω −0.050 < (E < 0.030

K ± π∓ −0.030 < (E < 0.030

Our π0 and η candidates are selected from pairs of pho-
tons with the requirement that at least one photon candidate 
reconstructed in the barrel is used. The mass windows imposed 
are 0.115 GeV/c2 < mγ γ < 0.150 GeV/c2 for π0 candidates and 
0.505 GeV/c2 < mγ γ < 0.570 GeV/c2 for η candidates. We further 
constrain the invariant mass of each photon pair to the nominal 
π0 or η mass, and update the four momentum of the candidate 
according to the fit results.

The K 0
S candidates are reconstructed via K 0

S → π+π− using a 
vertex-constrained fit to all pairs of oppositely charged tracks, with 
no particle identification requirements. These tracks have a looser 
IP requirement: their closest approach to the IP is required to be 
less than 20 cm along the beam direction, with no requirement in 
the transverse plane. The χ2 of the vertex fit is required to be 
less than 100. In addition, a second fit is performed, constraining 
the K 0

S momentum to point back to the IP. The flight length, L, 
obtained from this fit must satisfy L/σL > 2, where σL is the esti-
mated error on L. Finally, the invariant mass of the π+π− pair is 
required to be within (0.487, 0.511) GeV/c2, which corresponds to 
three times the experimental mass resolution.

4.1. Single tags using CP modes

For the CP-even and CP-odd modes, the two variables beam-
constrained mass MBC and energy difference (E are used to iden-
tify the signals, defined as follows:

MBC ≡
√

E2
beam/c4 − |p⃗D |2/c2,

(E ≡E D − Ebeam.

Here p⃗D and E D are the total momentum and energy of the D
candidate, and Ebeam is the beam energy. Signals peak around the 
nominal D mass in MBC and around zero in (E . Boundaries of 
(E requirements are set at approximately ± 3σ , except that those 
of modes containing a π0 are set as (−4σ , +3.5σ ) due to the 
asymmetric distributions. In each event, only the combination of 
D candidates with the least |(E| is kept per mode.

In the K +K − and π+π− modes, backgrounds of cosmic rays 
and Bhabha events are removed with the following requirements. 
First, the two charged tracks used as the CP tag must have a 
TOF time difference less than 5 ns and they must not be consis-
tent with being a muon pair or an electron–positron pair. Second, 
there must be at least one EMC shower (other than those from 
the CP tag tracks) with an energy larger than 50 MeV or at least 
one additional charged track detected in the MDC. In the K 0

Sπ
0

mode, backgrounds due to D0 → ρπ are negligible after restrict-
ing the decay length of K 0

S with L/σL > 2. In the ρ0π0 and K 0
Sω

modes, mass ranges of 0.60 GeV/c2 < mπ+π− < 0.95 GeV/c2 and 
0.72 GeV/c2 < mπ+π−π0 < 0.84 GeV/c2 are required for identify-
ing ρ and ω candidates, respectively.
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BESIII, “Measurement of the D ! K�⇡+ strong phase di↵erence in  (3770) !
D0D̄0,” PLB 734, 227 (2014)
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Rie
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R
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Ri = 1; rie
�i�i =

Āi
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For e+e� !  (3770) ! D0D̄0 ! (i, j):

�(i, j) =
1p
2

Z
|AiĀj � ĀiAj |2dxidxj

= |Ai|2|Aj |2
⇥
r2i + r2j � 2Re(riRie

i�irjRje
�i�j )

⇤

Bi ⌘ B(D0 ! i) = |Ai + ĀiA(D0 ! D̄0)|2

= |Ai|2 [1 + riRi(y cos �i + x sin �i)]

BESIII looked specifically at final states (K−π+, S±)
to determine δKπ:

Final states included:

Use external r, y, RWS as input to extract δKπ:

cos �K⇡ = 1.02± 0.11± 0.06± 0.01
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Table 1
D decay modes used in this analysis.

Type Mode

Flavored K −π+, K +π−

S+ K + K −,π+π−, K 0
S π

0π0,π0π0,ρ0π0

S− K 0
S π

0, K 0
S η, K 0

S ω

calorimeter (EMC) composed of 6240 CsI(Tl) crystals, a supercon-
ducting solenoid magnet providing a magnetic field of 1.0 T along 
the beam direction, and a muon counter containing multi-layer 
resistive plate chambers installed in the steel flux-return yoke of 
the magnet. The MDC spatial resolution is about 135 µm and the 
momentum resolution is about 0.5% for a charged track with trans-
verse momentum of 1 GeV/c. The energy resolution for showers in 
the EMC is 2.5% at 1 GeV. More details of the spectrometer can be 
found in Ref. [11].

3. MC simulation

Monte Carlo (MC) simulation serves to estimate the detection 
efficiency and to understand background components. MC sam-
ples corresponding to about 10 times the luminosity of data are 
generated with a geant4-based [12] software package [13], which 
includes simulations of the geometry of the spectrometer and in-
teractions of particles with the detector materials. kkmc is used to 
model the beam energy spread and the initial-state radiation (ISR) 
in the e+e− annihilations [14]. The inclusive MC samples consist 
of the production of D D pairs with consideration of quantum co-
herence for all modes relevant to this analysis, the non-D D decays 
of ψ(3770), the ISR production of low mass ψ states, and QED 
and qq̄ continuum processes. Known decays recorded in the Par-
ticle Data Group (PDG) [15] are simulated with evtgen [16] and 
the unknown decays with lundcharm [17]. The final-state radia-
tion (FSR) off charged tracks is taken into account with the photos
package [18]. MC samples of D → S± , D → X (X denotes inclusive 
decay products) processes are used to estimate the ST efficiencies, 
and MC samples of D → S± , D → Kπ processes are used to esti-
mate the DT efficiencies.

4. Data analysis

The decay modes used for tagging the CP eigenstates are listed 
in Table 1, where π0 → γ γ , η → γ γ , K 0

S → π+π− and ω →
π+π−π0. For each mode, D candidates are reconstructed from all 
possible combinations of final-state particles, according to the fol-
lowing selection criteria.

Momenta and impact parameters of charged tracks are mea-
sured by the MDC. Charged tracks are required to satisfy | cos θ | <
0.93, where θ is the polar angle with respect to the beam axis, 
and have a closest approach to the IP within ± 10 cm along the 
beam direction and within ± 1 cm in the plane perpendicular to 
the beam axis. Particle identification is implemented by combin-
ing the information of normalized energy deposition (dE/dx) in 
the MDC and the flight time measurements from the TOF. For a 
charged π(K ) candidate, the probability of the π(K ) hypothesis is 
required to be larger than that of the K (π) hypothesis.

Photons are reconstructed as energy deposition clusters in the 
EMC. The energies of photon candidates must be larger than 
25 MeV for | cos θ | < 0.8 (barrel) and 50 MeV for 0.84 < | cos θ | <
0.92 (end-cap). To suppress fake photons due to electronic noise or 
beam backgrounds, the shower time must be less than 700 ns from 
the event start time [19]. However, in the case that no charged 
track is detected, the event start time is not reliable, and instead 
the shower time must be within ± 500 ns from the time of the 
most energetic shower.

Table 2
Requirements on (E for different D reconstruction modes.

Mode Requirement (GeV)

K + K − −0.025 < (E < 0.025
π+π− −0.030 < (E < 0.030
K 0
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0π0 −0.080 < (E < 0.045
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K 0
S η −0.040 < (E < 0.040

K 0
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Our π0 and η candidates are selected from pairs of pho-
tons with the requirement that at least one photon candidate 
reconstructed in the barrel is used. The mass windows imposed 
are 0.115 GeV/c2 < mγ γ < 0.150 GeV/c2 for π0 candidates and 
0.505 GeV/c2 < mγ γ < 0.570 GeV/c2 for η candidates. We further 
constrain the invariant mass of each photon pair to the nominal 
π0 or η mass, and update the four momentum of the candidate 
according to the fit results.

The K 0
S candidates are reconstructed via K 0

S → π+π− using a 
vertex-constrained fit to all pairs of oppositely charged tracks, with 
no particle identification requirements. These tracks have a looser 
IP requirement: their closest approach to the IP is required to be 
less than 20 cm along the beam direction, with no requirement in 
the transverse plane. The χ2 of the vertex fit is required to be 
less than 100. In addition, a second fit is performed, constraining 
the K 0

S momentum to point back to the IP. The flight length, L, 
obtained from this fit must satisfy L/σL > 2, where σL is the esti-
mated error on L. Finally, the invariant mass of the π+π− pair is 
required to be within (0.487, 0.511) GeV/c2, which corresponds to 
three times the experimental mass resolution.

4.1. Single tags using CP modes

For the CP-even and CP-odd modes, the two variables beam-
constrained mass MBC and energy difference (E are used to iden-
tify the signals, defined as follows:

MBC ≡
√

E2
beam/c4 − |p⃗D |2/c2,

(E ≡E D − Ebeam.

Here p⃗D and E D are the total momentum and energy of the D
candidate, and Ebeam is the beam energy. Signals peak around the 
nominal D mass in MBC and around zero in (E . Boundaries of 
(E requirements are set at approximately ± 3σ , except that those 
of modes containing a π0 are set as (−4σ , +3.5σ ) due to the 
asymmetric distributions. In each event, only the combination of 
D candidates with the least |(E| is kept per mode.

In the K +K − and π+π− modes, backgrounds of cosmic rays 
and Bhabha events are removed with the following requirements. 
First, the two charged tracks used as the CP tag must have a 
TOF time difference less than 5 ns and they must not be consis-
tent with being a muon pair or an electron–positron pair. Second, 
there must be at least one EMC shower (other than those from 
the CP tag tracks) with an energy larger than 50 MeV or at least 
one additional charged track detected in the MDC. In the K 0

Sπ
0

mode, backgrounds due to D0 → ρπ are negligible after restrict-
ing the decay length of K 0

S with L/σL > 2. In the ρ0π0 and K 0
Sω

modes, mass ranges of 0.60 GeV/c2 < mπ+π− < 0.95 GeV/c2 and 
0.72 GeV/c2 < mπ+π−π0 < 0.84 GeV/c2 are required for identify-
ing ρ and ω candidates, respectively.

Largest double-tag combination (K−π+, KSπ0):

1689 events
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Fig. 2. An illustration of our DT yield analysis, using the Kπ , K 0
S π

0 mode. A scatter plot (left) of the two MBC values is displayed, along with projections of the two-
dimensional fit to the same data (middle and right). The solid lines are the total fits and the dashed lines are the background contribution.

Table 4
The same-CP yields and the corresponding efficiencies used in our CP-purity tests. 
The uncertainties are statistical only. The last column presents the obtained f S and 
numbers in the parentheses are the lower limits of the f S at 90% confidence level.

Mode (S ′, S) nS ′,S εS ′,S (%) f S (%)

K + K − , K 0
S π

0π0 8±3 11.80 ±0.11 91.6 ± 16.7 (> 86.8)

K + K − , ρ0π0 13±8 24.44 ±0.16 84.0 ± 12.6 (> 70.6)

K 0
S π

0, K 0
S ω 7±3 6.77 ±0.08 94.6 ± 8.0 (> 90.6)

We use additional DT combinations, with a clean CP-tag in combi-
nation with the mode we wish to study. We look for signals where 
both D mesons decay with equal CP eigenvalue. If CP is conserved, 
the same-CP process is prohibited in the quantum-correlated D D
production at threshold, unless our studied CP modes are not pure. 
If we take f S as the fraction of the right CP components in the CP
tag mode, we have the yields of the same-CP process written as

nS ′,S = (1 − f S) · nS · BD→S ′ · εS ′,S/εS ,

where mode S ′ is chosen to be (nearly) pure in its CP eigenstate.
We take the modes K 0

Sπ
0 (S ′− ) and K +K − (S ′+) as our clean 

CP tags to test the S− and S+ purities of our ST modes, re-
spectively. We analyze our data to find (S ′, S) events using se-
lection criteria similar to those described in Section 4.2. However, 
a simplified procedure is used to obtain the yields. We imple-
ment a one-dimensional fit to the MBC(S) distributions for the 
signal mode S of interest, while restricting the MBC(S ′) distribu-
tions for the tagging modes S ′ in the signal region 1.860 GeV/c2 <
MBC(K +K − ) < 1.875 GeV/c2 and 1.855 GeV/c2 < MBC(K 0

Sπ
0) <

1.880 GeV/c2. The DT signals are described with the signal MC 
shape convoluted with a Gaussian function, and backgrounds are 
modeled with the ARGUS function. Fig. 3 shows the MBC(S) distri-
butions in the DT events and the fits to the distributions. Table 4
lists the DT yields and the corresponding detection efficiencies. In 
the tested CP modes, the observed numbers of the same-CP events 
are quite small and nearly consistent with zero, which indicates 
that f S is close to 1. This one-dimensional fit may let certain peak-
ing backgrounds survive; however, an over-estimated nS ′,S leads to 
a more conservative evaluation of f S .

6. Systematic uncertainties

In calculating ACP
Kπ , uncertainties of most of efficiencies cancel 

out, such as those for tracking, particle identification and π0/η/K 0
S

reconstruction. The efficiency differences &S± = &(
εS±

εKπ ,S± ) of 
K − π+ between data and MC simulation are studied for the modes 
S±. We use control samples to study &S± . The K − π+ final state is 
used for studying &S± in the K +K − and π+π − modes; K − π+π0

is used for the π0π0, ρπ0, K 0
Sπ

0 and K 0
Sη modes; K − π+π0π0

is used for the K 0
Sπ

0π0 mode; and K +π − π − π+ is used for the 
K 0

Sω mode. We determine &S± in different CP-tag modes by com-
paring the ratio of the DT yields to the ST yields between data and 

MC. We find that &S± are at 1% level for different CP-tag modes. 
In the formula of ACP

Kπ , the dependence of &S± on the CP mode is 
not canceled out. The resulting systematic uncertainty on ACP

Kπ is 
0.2 × 10− 2.

Some systematics arise from effects which act among several 
CP modes simultaneously. The efficiency of the cosmic and Bhabha 
veto (only for the K K and ππ modes) is studied based on the in-
clusive MC sample. We compare the obtained ACP

Kπ with and with-
out this requirement and take the difference of 0.6 ×10− 3 as a sys-
tematic uncertainty. For the CP modes involving K 0

S , CP-violating 
K 0

L → π+π − decays are also considered. Using the known branch-
ing fraction, we find this causes the change on ACP

Kπ to be
0.8 × 10− 3.

Other systematic uncertainties, relevant to ACP
Kπ , are listed in 

Table 5, which are uncorrelated among different CP modes.
The &E requirements are mode-dependent. We study possible 

biases of our requirements by changing their values; we take the 
maximum variations of the resultant BD S±→Kπ as systematic un-
certainties.

Fitting the MBC distributions involves knowledge of detector 
smearing and the effects of initial-state and final-state radiation. In 
the case of ST fits, we scan the smearing parameters within the er-
rors determined in our nominal fits. The maximum changes to nS±
are taken as a systematic uncertainty. For the DT fits, we obtain 
checks on nKπ ,S± with one-dimensional fits to MBC(S) with inclu-
sion of floating smearing functions. The outcomes of BD S±→Kπ are 
consistent with those determined from the two-dimensional fits, 
and any small differences are treated as systematic uncertainties.

Systematic effects due to the CP purities are checked, as stated 
in Section 5. We introduce the CP purities f S in calculating the 
BD S±→Kπ under different CP tagging modes and obtain the cor-
rected BD S±→Kπ . We set the lower limits of f S and take the cor-
responding maximum changes as part of systematic uncertainties.

7. Results

We combine the branching fractions BD S+→K − π+ and
BD S− →K − π+ in Eq. (4) from two kinds of the CP modes based 
on the standard weighted least-square method [15]. Following 
Eq. (2), we obtain ACP

Kπ = (12.7 ± 1.3 ± 0.7) × 10− 2, where the first 
uncertainty is statistical and the second is systematic. The mode-
dependent systematics are propagated to ACP

Kπ and combined with 
the mode-correlated systematics. The values of ACP

Kπ obtained for 
the 15 different CP mode combinations are also checked as listed 
in Table 6. Within statistical uncertainties, they are consistent with 
each other.

With external inputs of r2 = (3.50 ± 0.04) × 10− 3, y = (6.7 ±
0.9) × 10− 3 from HFAG [21] and RWS = (3.80 ± 0.05) × 10− 3 from 
PDG [15], cos δKπ is determined to be 1.02 ± 0.11 ± 0.06 ± 0.01, 
where the third uncertainty is due to the errors introduced from 
the external inputs.

Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — the (S,Kπ) piece
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BESIII also looked specifically at final states (l±, S±)
to determine yCP:

BESIII, “Measurement of yCP in D0-D̄0 oscillation using quantum correlations
in e+e� ! D0D̄0 at

p
s = 3.773 GeV,” PLB 744, 339 (2015)
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Table 1
D final states reconstructed in this analysis.

Type Mode

CP+ K + K − , π+π− , K 0
S π

0π0

CP− K 0
S π

0, K 0
S ω, K 0

S η
Semileptonic K ∓e±ν , K ∓µ±ν

yCP ≈ 1
4

(BDCP−→l

BDCP+→l
− BDCP+→l

BDCP−→l

)
. (3)

At BESIII, quantum-correlated D0 D0 pairs produced at thresh-
old allow us to measure BDCP±→l . Specifically, we begin with a fully 
reconstructed D candidate decaying into a CP eigenstate, the so-
called Single Tag (ST). We have thus tagged the CP eigenvalue of 
the partner D meson. For a subset of the ST events, the so-called 
Double Tag (DT) events, this tagged partner D meson is also ob-
served via one of the semileptonic decay channels. CP violation in 
D decays is known to be very small [18], and can be safely ne-
glected. Therefore, BDCP∓→l can be obtained as

BDCP∓→l = NCP±;l
NCP±

· εCP±
εCP±;l

, (4)

where NCP± (NCP±;l) and εCP± (εCP±;l) denote the signal yields and 
detection efficiencies of ST decays D → CP± (DT decays D D →
CP±; l), respectively. For CP eigenstates, as listed in Table 1, we 
choose modes with unambiguous CP content and copious yields. 
The CP violation in K 0

S decays is known to be very small, it is 
therefore neglected. The semileptonic modes used for the DT in 
this analysis are K ∓e±ν and K ∓µ±ν . 

1.3. The BESIII detector and data sample

The analysis presented in this paper is based on a data sam-
ple with an integrated luminosity of 2.92 fb−1 [23] collected with 
the BESIII detector [24] at the center-of-mass energy of 

√
s =

3.773 GeV. The BESIII detector is a general-purpose solenoidal de-
tector at the BEPCII [25] double storage rings. The detector has a 
geometrical acceptance of 93% of the full solid angle. We briefly 
describe the components of BESIII from the interaction point (IP) 
outwards. A small-cell main drift chamber (MDC), using a helium-
based gas to measure momenta and specific ionizations of charged 
particles, is surrounded by a time-of-flight (TOF) system based 
on plastic scintillators that determines the flight times of charged 
particles. A CsI(Tl) electromagnetic calorimeter (EMC) detects elec-
tromagnetic showers. These components are all situated inside a 
superconducting solenoid magnet, that provides a 1.0 T magnetic 
field parallel to the beam direction. Finally, a multi-layer resis-
tive plate counter system installed in the iron flux return yoke 
of the magnet is used to track muons. The momentum resolution 
for charged tracks in the MDC is 0.5% for a transverse momen-
tum of 1 GeV/c. The energy resolution for showers in the EMC is 
2.5% (5.0%) for 1 GeV photons in the barrel (end cap) region. More 
details on the features and capabilities of BESIII can be found else-
where [24].

High-statistics Monte Carlo (MC) simulations are used to eval-
uate the detection efficiency and to understand backgrounds. The
geant4-based [26] MC simulation program is designed to simulate 
interactions of particles in the spectrometer and the detector re-
sponse. For the production of ψ(3770), the kkmc [27] package is 
used; the beam energy spread and the effects of initial-state radi-
ation (ISR) are included. The MC samples consist of the D D pairs 
with consideration of quantum coherence for all modes relevant to 
this analysis, non-D D decays of ψ(3770), ISR production of low-
mass ψ states, and QED and qq̄ continuum processes. The effective 

luminosity of the MC samples is about 10 times that of the an-
alyzed data. Known decays recorded by the Particle Data Group 
(PDG) [6] are generated with evtgen [28,29] using PDG branch-
ing fractions, and the remaining unknown decays are generated 
with lundcharm [30]. Final-state radiation (FSR) of charged tracks 
is taken into account with the photos package [31].

2. Event selection and data analysis

Each charged track is required to satisfy | cos θ | < 0.93, where 
θ is the polar angle with respect to the beam axis. Charged tracks 
other than K 0

S daughters are required to be within 1 cm of the IP 
transverse to the beam line and within 10 cm of the IP along the 
beam axis. Particle identification for charged hadrons h (h = π , K ) 
is accomplished by combining the measured energy loss (dE/dx) 
in the MDC and the flight time obtained from the TOF to form a 
likelihood L(h) for each hadron hypothesis. The K ± (π±) candi-
dates are required to satisfy L(K ) > L(π) (L(π) > L(K )).

The K 0
S candidates are selected with a vertex-constrained fit 

from pairs of oppositely charged tracks, which are required to be 
within 20 cm of the IP along the beam direction; no constraint 
in the transverse plane is required. The two charged tracks are 
not subjected to the particle identification discussed above, and 
are assumed to be pions. We impose 0.487 GeV/c2 < Mπ+π− <

0.511 GeV/c2, that is within about 3 standard deviations of the 
observed K 0

S mass, and the two tracks are constrained to originate 
from a common decay vertex by requiring the χ2 of the vertex fit 
to be less than 100. The decay vertex is required to be separated 
from the IP with a significance greater than two standard devia-
tions.

Reconstructed EMC showers that are separated from the extrap-
olated positions of any charged tracks by more than 10 standard 
deviations are taken as photon candidates. The energy deposited in 
nearby TOF counters is included to improve the reconstruction effi-
ciency and energy resolution. Photon candidates must have a min-
imum energy of 25 MeV for barrel showers (| cos θ | < 0.80) and 
50 MeV for end cap showers (0.84 < | cos θ | < 0.92). The show-
ers in the gap between the barrel and the end cap regions are 
poorly reconstructed and thus excluded. The shower timing is re-
quired to be no later than 700 ns after the reconstructed event 
start time to suppress electronic noise and energy deposits un-
related to the event. The η and π0 candidates are reconstructed 
from pairs of photons. Due to the poorer resolution in the EMC end 
cap regions, those candidates with both photons coming from EMC 
end caps are rejected. The invariant mass Mγ γ is required to be 
0.115 GeV/c2 < Mγ γ < 0.150 GeV/c2 for π0 and 0.505 GeV/c2 <

Mγ γ < 0.570 GeV/c2 for η candidates. The photon pair is kine-
matically constrained to the nominal mass of the π0 or η [6] to 
improve the meson four-vector calculation.

The ω candidates are reconstructed through the decay ω →
π+π−π0. For all modes with ω candidates, sideband events in 
the Mπ+π−π0 spectrum are used to estimate peaking backgrounds 
from non-ω D → K 0

Sπ
+π−π0 decays. We take the signal region 

as (0.7600, 0.8050) GeV/c2 and the sideband regions as (0.6000, 
0.7300) GeV/c2 or (0.8300, 0.8525) GeV/c2. The upper edge of the 
right sideband is restricted because of the K ∗ρ background that 
alters the shape of Mπ+π−π0 . The sidebands are scaled to the esti-
mated peaking backgrounds in the signal region. The scaling factor 
is determined from a fit to the Mπ+π−π0 distribution in data, as 
shown in Fig. 1, where the ω signal is determined with the MC 
shape convoluted with a Gaussian whose parameters are left free 
in the fit to better match data resolution, and the background is 
modeled by a polynomial function. 

Directly extract yCP (no external parameters):

yCP = (�2.0± 1.3± 0.7)%

(clean, but less precise than other methods:
HFLAV 2016: (0.835 ± 0.155)%)
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Table 1
D final states reconstructed in this analysis.

Type Mode

CP+ K + K − , π+π− , K 0
S π

0π0

CP− K 0
S π

0, K 0
S ω, K 0

S η
Semileptonic K ∓e±ν , K ∓µ±ν

yCP ≈ 1
4

(BDCP−→l

BDCP+→l
− BDCP+→l

BDCP−→l

)
. (3)

At BESIII, quantum-correlated D0 D0 pairs produced at thresh-
old allow us to measure BDCP±→l . Specifically, we begin with a fully 
reconstructed D candidate decaying into a CP eigenstate, the so-
called Single Tag (ST). We have thus tagged the CP eigenvalue of 
the partner D meson. For a subset of the ST events, the so-called 
Double Tag (DT) events, this tagged partner D meson is also ob-
served via one of the semileptonic decay channels. CP violation in 
D decays is known to be very small [18], and can be safely ne-
glected. Therefore, BDCP∓→l can be obtained as

BDCP∓→l = NCP±;l
NCP±

· εCP±
εCP±;l

, (4)

where NCP± (NCP±;l) and εCP± (εCP±;l) denote the signal yields and 
detection efficiencies of ST decays D → CP± (DT decays D D →
CP±; l), respectively. For CP eigenstates, as listed in Table 1, we 
choose modes with unambiguous CP content and copious yields. 
The CP violation in K 0

S decays is known to be very small, it is 
therefore neglected. The semileptonic modes used for the DT in 
this analysis are K ∓e±ν and K ∓µ±ν . 

1.3. The BESIII detector and data sample

The analysis presented in this paper is based on a data sam-
ple with an integrated luminosity of 2.92 fb−1 [23] collected with 
the BESIII detector [24] at the center-of-mass energy of 

√
s =

3.773 GeV. The BESIII detector is a general-purpose solenoidal de-
tector at the BEPCII [25] double storage rings. The detector has a 
geometrical acceptance of 93% of the full solid angle. We briefly 
describe the components of BESIII from the interaction point (IP) 
outwards. A small-cell main drift chamber (MDC), using a helium-
based gas to measure momenta and specific ionizations of charged 
particles, is surrounded by a time-of-flight (TOF) system based 
on plastic scintillators that determines the flight times of charged 
particles. A CsI(Tl) electromagnetic calorimeter (EMC) detects elec-
tromagnetic showers. These components are all situated inside a 
superconducting solenoid magnet, that provides a 1.0 T magnetic 
field parallel to the beam direction. Finally, a multi-layer resis-
tive plate counter system installed in the iron flux return yoke 
of the magnet is used to track muons. The momentum resolution 
for charged tracks in the MDC is 0.5% for a transverse momen-
tum of 1 GeV/c. The energy resolution for showers in the EMC is 
2.5% (5.0%) for 1 GeV photons in the barrel (end cap) region. More 
details on the features and capabilities of BESIII can be found else-
where [24].

High-statistics Monte Carlo (MC) simulations are used to eval-
uate the detection efficiency and to understand backgrounds. The
geant4-based [26] MC simulation program is designed to simulate 
interactions of particles in the spectrometer and the detector re-
sponse. For the production of ψ(3770), the kkmc [27] package is 
used; the beam energy spread and the effects of initial-state radi-
ation (ISR) are included. The MC samples consist of the D D pairs 
with consideration of quantum coherence for all modes relevant to 
this analysis, non-D D decays of ψ(3770), ISR production of low-
mass ψ states, and QED and qq̄ continuum processes. The effective 

luminosity of the MC samples is about 10 times that of the an-
alyzed data. Known decays recorded by the Particle Data Group 
(PDG) [6] are generated with evtgen [28,29] using PDG branch-
ing fractions, and the remaining unknown decays are generated 
with lundcharm [30]. Final-state radiation (FSR) of charged tracks 
is taken into account with the photos package [31].

2. Event selection and data analysis

Each charged track is required to satisfy | cos θ | < 0.93, where 
θ is the polar angle with respect to the beam axis. Charged tracks 
other than K 0

S daughters are required to be within 1 cm of the IP 
transverse to the beam line and within 10 cm of the IP along the 
beam axis. Particle identification for charged hadrons h (h = π , K ) 
is accomplished by combining the measured energy loss (dE/dx) 
in the MDC and the flight time obtained from the TOF to form a 
likelihood L(h) for each hadron hypothesis. The K ± (π±) candi-
dates are required to satisfy L(K ) > L(π) (L(π) > L(K )).

The K 0
S candidates are selected with a vertex-constrained fit 

from pairs of oppositely charged tracks, which are required to be 
within 20 cm of the IP along the beam direction; no constraint 
in the transverse plane is required. The two charged tracks are 
not subjected to the particle identification discussed above, and 
are assumed to be pions. We impose 0.487 GeV/c2 < Mπ+π− <

0.511 GeV/c2, that is within about 3 standard deviations of the 
observed K 0

S mass, and the two tracks are constrained to originate 
from a common decay vertex by requiring the χ2 of the vertex fit 
to be less than 100. The decay vertex is required to be separated 
from the IP with a significance greater than two standard devia-
tions.

Reconstructed EMC showers that are separated from the extrap-
olated positions of any charged tracks by more than 10 standard 
deviations are taken as photon candidates. The energy deposited in 
nearby TOF counters is included to improve the reconstruction effi-
ciency and energy resolution. Photon candidates must have a min-
imum energy of 25 MeV for barrel showers (| cos θ | < 0.80) and 
50 MeV for end cap showers (0.84 < | cos θ | < 0.92). The show-
ers in the gap between the barrel and the end cap regions are 
poorly reconstructed and thus excluded. The shower timing is re-
quired to be no later than 700 ns after the reconstructed event 
start time to suppress electronic noise and energy deposits un-
related to the event. The η and π0 candidates are reconstructed 
from pairs of photons. Due to the poorer resolution in the EMC end 
cap regions, those candidates with both photons coming from EMC 
end caps are rejected. The invariant mass Mγ γ is required to be 
0.115 GeV/c2 < Mγ γ < 0.150 GeV/c2 for π0 and 0.505 GeV/c2 <

Mγ γ < 0.570 GeV/c2 for η candidates. The photon pair is kine-
matically constrained to the nominal mass of the π0 or η [6] to 
improve the meson four-vector calculation.

The ω candidates are reconstructed through the decay ω →
π+π−π0. For all modes with ω candidates, sideband events in 
the Mπ+π−π0 spectrum are used to estimate peaking backgrounds 
from non-ω D → K 0

Sπ
+π−π0 decays. We take the signal region 

as (0.7600, 0.8050) GeV/c2 and the sideband regions as (0.6000, 
0.7300) GeV/c2 or (0.8300, 0.8525) GeV/c2. The upper edge of the 
right sideband is restricted because of the K ∗ρ background that 
alters the shape of Mπ+π−π0 . The sidebands are scaled to the esti-
mated peaking backgrounds in the signal region. The scaling factor 
is determined from a fit to the Mπ+π−π0 distribution in data, as 
shown in Fig. 1, where the ω signal is determined with the MC 
shape convoluted with a Gaussian whose parameters are left free 
in the fit to better match data resolution, and the background is 
modeled by a polynomial function. 

Directly extract yCP (no external parameters):

yCP = (�2.0± 1.3± 0.7)%

(clean, but less precise than other methods:
HFLAV 2016: (0.835 ± 155)%)
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Fig. 3. Fit to the Umiss distributions for selected DT events from data. In each plot, the solid line is the total fit, the dashed line in K eν shows the contribution of polynomial 
backgrounds, and the dash-dotted line in Kµν shows the contribution of the main Kππ0 backgrounds.

Table 4
Summary of systematic uncertainties. Relative systematic uncertainties are listed for each tag mode in percent, while the resulting absolute uncertainties on ycp are shown 
in the last column. Negligible uncertainties are denoted by “–”.

K + K − π+π− K 0
S π

0π0 K 0
S π

0 K 0
S ω K 0

S η ycp

Background 0.3 0.3 – 0.3 – – 0.001

MBC fit 0.4 0.1 2.4 0.4 0.1 1.4 0.001

Umiss fit (K eν) 1.8 1.3 2.4 1.6 8.1 1.2
0.006

Umiss fit (Kµν) 3.2 7.0 4.6 2.5 1.7 1.7

Fake tag (K eν) 0.2 1.4 0.9 1.2 3.1 0.4
0.002

Fake tag (Kµν) 1.0 0.7 0.5 0.9 4.8 0.4

CP-purity – – 0.4 – 0.2 0.2 0.001

with our current sensitivity. Hence, K 0
Sπ

0 is assumed to be a clean 
CP mode, as its background level is very low. As a conservative 
treatment, we study DT yields of (K 0

Sπ
0, K 0

Sπ
0) to verify its pure 

CP-odd eigenstate nature and the CP-odd environment of the D0 D0

pair. The observed numbers of this DT signals are quite small, and 
we estimate the dilution of the C-odd initial state to be less than 
2% at 90% confidence level. This affects our measurement of yCP by 
less than 0.001. The purity of the K 0

Sπ
0 mode is found to be larger 

than 99%. Due to the complexity of the involved non-resonant and 
resonant processes in K 0

Sπ
0π0 and K 0

Sω, the CP-purities of these 
tag modes could be contaminated. We take the mode K + K − as a 
clean CP-even tag to test K 0

Sπ
0π0, and take K 0

Sπ
0 to test K 0

Sω and 
K 0

Sη. The CP-purities of K 0
Sπ

0π0, K 0
Sω and K 0

Sη are estimated to 
be larger than 89.4%, 93.3% and 93.9%, respectively. Based on the 

obtained CP purities, the corresponding maximum effect on the 
determined yCP is assigned as systematic uncertainty.

Systematic uncertainties from different sources are assumed to 
be independent and are combined in quadrature to obtain the 
overall yCP systematic uncertainties. The resultant total yCP sys-
tematic uncertainties is 0.007.

4. Results

The branching ratios of K ∓e±ν and K ∓µ±ν are summed to ob-
tain BDCP∓→l = BDCP∓→K eν + BDCP∓→Kµν . To combine results from 
different CP modes, the standard weighted least-square method is 
utilized [6]. The weighted semileptonic branching fraction B̃DCP±→l
is determined by minimizing

largest (KSπ0, Keν) has 1699 events

The double-tag combinations with Keν:

Umiss ⌘ Emiss � cpmiss

Strengths of CLEO/BES/τcF:  (1) Quantum Correlations — the (S,l) piece
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Strengths of CLEO/BES/τcF:  (2) Leptonic decays — D+ → μ+νμ

BESIII, “Precision measurements of B(D+ ! µ+⌫µ), the pseudoscalar decay
constant fD+ , and the quark mixing matrix element |Vcd|,” PRD 89, 051104(R)
(2014)

Terminology/Formulae/Definitions:

Leptonic decays of the D and Ds:

B(D(s) ! l⌫) = G2
F |Vcq|2f2

D(s)

⇥
⌧D(s)

m2
lmD(s)
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1� m2

l

m2
D(s)

!2

Here Eμþ and ~pμþ are the energy and three-momentum of
the μþ, respectively, and ~pD−

tag
is the three-momentum of the

taggedD− candidate. Figure 2 shows theM2
miss distribution

for selected single μþ candidates. There are 451 candidate
Dþ → μþνμ events in the jM2

missj < 0.12 GeV2=c4 signal
region as shown with two red arrows. The events that peak
near M2

miss ≃ 0.25GeV2=c4 are primarily from Dþ →
K0

Lπ
þ decays, where the K0

L is undetected.
To check the Monte Carlo simulation, we compare the

M2
miss distribution for Dþ → K0

Sπ
þ from the data with that

from Monte Carlo simulated events, where the K0
S is

missing in the calculation of M2
miss. We select Dþ →

K0
Sπ

þ events with the same requirements as these used
in selection of Dþ → μþνμ, but require an additional K0

S.
We find that the M2

miss resolution for the data to be 1.194
times wider than that for the simulated events. To account
for this difference, we scale the M2

miss resolution of
simulated events by a factor of 1.194 when looking for
Dþ → μþνμ signal and estimating numbers of peaking
background events, such as Dþ → K0

Lπ
þ and Dþ → πþπ0

decays (see below and see Fig. 2).
The numbers of the background events from Dþ →

K0
Lπ

þ and Dþ → πþπ0, as well as Dþ → τþντ, are esti-
mated by analyzing Monte Carlo samples that are 10 times
larger than the data. The input branching fractions for
Dþ → K0

Lπ
þ and Dþ → πþπ0 are from Ref. [2]. For

estimation of the backgrounds from Dþ → τþντ decay,
we use branching fraction BðDþ → τþντÞ ¼
2.67 × BðDþ → μþνμÞ, where BðDþ → μþνμÞ is quoted
from Ref. [10] and 2.67 is expected by the SM.
The backgrounds from other D decays are corrected

considering the difference in the numbers of events from

the data and simulated events in the range from 0.15 to
0.60 GeV2=c4. Other background events are from
eþe− → γISRψð3686Þ, eþe− → γISRJ=ψ , where γISR
denotes the photon produced due to initial state radiation,
eþe− → qq̄ (q ¼ u, d, or s), eþe− → τþτ−, and ψð3770Þ →
non-DD̄ decays that satisfy the event-selection criteria of
purely leptonic decays. The numbers of these background
events are estimated by analyzing Monte Carlo samples of
each of the above-listed processes, which are about 10
times more than the data. After normalizing these numbers
of background events from the Monte Carlo samples to the
data, we expect that there are 42.0 % 2.3 background
events, where the errors reflect the Monte Carlo statistics,
uncertainties in the branching fractions, and/or production
cross sections for the background channels.
After subtracting the number of background events,

409.0 % 21.2 % 2.3 signal events (Nnet
sig) for Dþ → μþνμ

remain, where the first error is statistical and the second is
the systematic associated with the uncertainty of the
background estimate. The weighted overall efficiency for
detecting Dþ → μþνμ decays is determined to be ϵ ¼
0.6403 % 0.0012 by analyzing Monte Carlo simulated
events for Dþ → μþνμ in each tagged D− mode; here
the error is due to Monte Carlo statistics. Final state
radiation is included in the Monte Carlo simulation.
Inserting ND−

tag
, Nnet

sig , and ϵ into

BðDþ → μþνμÞ ¼
Nnet

sig

ND−
tag
× ϵ

and subtracting from the signal a 1.0% contribution coming
from Dþ → γD&þ → γμþνμ [10,11], in which D&þ is a
virtual vector or axial-vector meson, yields

BðDþ → μþνμÞ ¼ ð3.71 % 0.19% 0.06Þ × 10−4;

where the first error is statistical and the second systematic.
This measured branching fraction is consistent within
errors with those measured at BES-I [12], BES-II [13],
and CLEO-c [10], but with the best precision.
The systematic uncertainty in the Dþ → μþνμ branching

fraction determination includes seven contributions: (1) the
uncertainty in the number ofD− tags (0.5%), which contain
the uncertainty in the fit to theMBC distribution (0.5%) and
the difference in the fake π0 rates between the data and the
Monte Carlo events (0.1%); (2) the uncertainty in μ
tracking/identification (0.1%=0.8%) determined by com-
paring the μ tracking/identification efficiencies for data and
Monte Carlo events, where the μ% samples are from the
copious eþe− → γμþμ− process; (3) the uncertainty in the
Eγmax

selection requirement (0.1%) determined by compar-
ing doubly tagged DD̄ hadronic decay events in the data
and Monte Carlo; (4) the uncertainty associated with the
choice of theM2

miss signal window (0.5%) determined from
changes in the measured branching fractions using different
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FIG. 2 (color online). TheM2
miss distribution for selected single

μþ candidates, where dots with error bars indicate the data, the
opened histogram is for Monte Carlo simulated signal events of
Dþ → μþνμ decays, and the hatched histograms are for the
simulated backgrounds from Dþ → K0

Lπ
þ (red), Dþ → π0πþ

(green), Dþ → τþντ (blue), all other D-meson decays (yellow),
and non-DD̄ processes (pink).
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212.15(1.45) MeV 248.83(1.27) MeV

Lattice QCD results:

BESIII has the most precise measurement of D+ → μ+νμ:

fD+ = (203.2± 5.3± 1.8) MeV

(still statistics limited)

(3fb−1 at ψ(3770))
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Strengths of CLEO/BES/τcF:  (2) Leptonic decays — D+ → τ+ντ

BESIII, “First evidence for D+ ! ⌧+⌫⌧ ,” preliminary (2016)
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Terminology/Formulae/Definitions:

Leptonic decays of the D and Ds:

B(D(s) ! l⌫) = G2
F |Vcq|2f2

D(s)

⇥
⌧D(s)

m2
lmD(s)
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l
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BESIII has first evidence for D+ → τ+ντ:
(137 ± 27 events)

Select D+ → μ+νμ 

(Ecal < 300 MeV) 
Select D+ → τ+νμ  (τ+ → π+ντ)

(Ecal > 300 MeV) 

B(D+ ! ⌧+⌫⌧ )

B(D+ ! µ+⌫µ)
= 3.21± 0.64stat

(SM expectation = 2.66 ± 0.01)
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Strengths of CLEO/BES/τcF:  (2) Leptonic decays — Ds+ → μ+νμ

BESIII, “Measurement of D+
s ! µ+⌫µ,” preliminary (2017)

Terminology/Formulae/Definitions:

Leptonic decays of the D and Ds:

B(D(s) ! l⌫) = G2
F |Vcq|2f2

D(s)

⇥
⌧D(s)

m2
lmD(s)

8⇡

 
1� m2

l

m2
D(s)

!2

212.15(1.45) MeV 248.83(1.27) MeV

Lattice QCD results:

BESIII has the most precise measurement of Ds+ → μ+νμ:

Candidates of Ds
+àµ+v

N[Ds
+àµ+v]=1135.0±33.1

•Mmiss
2 fit:

1. Constraining signal/BKGI ratio 
via signal MC
2. Fixing BKGII via inclusive MC

6

(3fb−1 at 4180 MeV — DsDs*)

fDs = (249.1± 3.6± 3.8) MeV
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Strengths of CLEO/BES/τcF:  (2) Leptonic decays — Ds+ → μ+νμ

BESIII, “Measurement of D+
s ! µ+⌫µ,” preliminary (2017)

Terminology/Formulae/Definitions:

Leptonic decays of the D and Ds:

B(D(s) ! l⌫) = G2
F |Vcq|2f2

D(s)

⇥
⌧D(s)

m2
lmD(s)
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l
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!2

212.15(1.45) MeV 248.83(1.27) MeV

Lattice QCD results:

BESIII has the most precise measurement of Ds+ → μ+νμ:

Candidates of Ds
+àµ+v

N[Ds
+àµ+v]=1135.0±33.1

•Mmiss
2 fit:

1. Constraining signal/BKGI ratio 
via signal MC
2. Fixing BKGII via inclusive MC

6

(3fb−1 at 4180 MeV — DsDs*)

Comparison of fDs+

• Taking |Vcs|CKMfitter as input, we obtain  

8

fDs = (249.1± 3.6± 3.8) MeV
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Strengths of CLEO/BES/τcF:  (3) Hadronic decays — D0 → 3(π0/η)

BESIII, ”Measurement of singly Cabibbo-suppressed decays D0 ! ⇡0⇡0⇡0,
⇡0⇡0⌘, ⇡0⌘⌘, and ⌘⌘⌘,” PLB 781, 368 (2018)

B(D0 ! ⇡0⇡0⇡0) = (2.0± 0.4± 0.3)⇥ 10�4 (4.8�)

B(D0 ! ⇡0⇡0⌘) = (3.8± 1.1± 0.7)⇥ 10�4 (3.8�)

B(D0 ! ⇡0⌘⌘) = (7.3± 1.6± 1.5)⇥ 10�4 (5.5�)

B(D0 ! ⌘⌘⌘) < 1.3⇥ 10�4 (90% C.L.)

BESIII is still finding new D0 hadronic decays:
BESIII Collaboration / Physics Letters B 781 (2018) 368–375 373

Fig. 2. (Color online.) Fits to the MBC distributions of the accepted candidate events 
for (a) D0 → π0π0π0, (b) D0 → π0π0η, (c) D0 → π0ηη and (d) D0 → ηηη. Dots 
with error bars are data, the blue solid lines are the total fit curves, and the red dot-
ted lines are the signal shapes. The green dashed, magenta dash-dotted, orange dash 
two-dotted and blue long-dashed lines denote BKG I, BKG II, BKG III and BKG IV (see 
text), respectively. The violet long dash-dotted lines are the remaining D0 D̄0 back-
ground. The inset in plot (d) shows the normalized likelihood distribution including 
the systematic uncertainty, as a function of the expected BF. The blue arrow indi-
cates the upper limit on the BF at the 90% C.L.

change in the number of degrees of freedom, are summarized in 
Table 2.

Since no obvious D0 → ηηη signal is observed, an upper limit 
on its decay BF is determined. We fit the MBC distribution of the 
D0 → ηηη candidate events, where the signal is described by the 
MC simulated shape convoluted with a Gaussian function and the 
background by an ARGUS function. The parameters of the Gaus-
sian function are fixed to those obtained in the fit of D0 → π0ηη
decay. The resultant best fit is shown in Fig. 2 (d). The PDF for 
the expected signal yield is taken to be the normalized likelihood 
L versus the BF in the fit, incorporating the systematic uncer-
tainties as described below, and is shown as the inset plot in 
Fig. 2 (d). The upper limit on the BF at the 90% C.L., corresponding 
to 

∫ up
0 L(x)dx/ 

∫ ∞
0 L(x)dx = 0.9, is calculated to be < 1.3 × 10−4.

The detection efficiencies for various decays of interest must 
take into account the effect of any intermediate states. The exis-
tence of intermediate states in the D0 three-body decays is inves-
tigated by examining the corresponding Dalitz plots. Except for the 
decay D0 → π0ηη, no obvious intermediate states are observed. 
Therefore, the detection efficiencies for the decays D0 → π0π0π0, 

Fig. 3. (Color online.) Fits to the Mπ0η distribution. Dots with error bars are data, 
the blue solid line is the total fit curve, and the red dotted line is the signal shape. 
The blue long-dashed line is the background estimated from the inclusive MC.

π0π0η and ηηη are obtained with MC samples of three-body 
phase space decay with uniform angular distributions.

For the decay D0 → π0ηη, the a0(980)0 is evident in the π0η
invariant mass Mπ0η distribution. Fig. 3 shows the Mπ0η spec-
trum of 23 events with two entries per event from the data sam-
ple with additional requirements −0.023 < #E < 0.020 GeV and 
1.859 < MBC < 1.871 GeV/c2. An unbinned maximum likelihood fit 
is performed on the Mπ0η distribution to determine the a0(980)0

signal yield.
In the fit, the shape of the a0(980)0 is described with the shape 

from the MC sample of D0 → a0(980)0η → π0ηη, which has two 
components: one with the π0 combined with the correct η com-
ing from the a0(980)0 decay, and the other with the π0 combined 
with the wrong η coming directly from the D0 decay. The first 
peaks around the a0(980)0 mass, while the second contributes a 
broad shape in the Mπ0η distribution. The MC shape is convolved 
with a Gaussian function to account for the mass resolution dif-
ference between data and MC simulation. In the MC simulation, 
the intermediate a0(980)0 state is parameterized with the Flatté 
formula [16 ] with the central mass and the a0(980)0 coupling 
constants coming from the Crystal Barrel experiment [17,18]. The 
component from the direct D0 three-body decay is included in the 
fit, and its shape is the MC simulated shape, which is similar to 
that of the wrong η contribution in the a0(980)0 shape. We also 
include the background in the fit, where its shape is determined 
from the inclusive MC sample. Both magnitudes for the D0 three-
body decay component and background are left free in the fit. The 
fit curves are shown in Fig. 3. The fit yields are 21 ± 5 events for 
the a0(980)0 signal and 0 ± 4 events for the D0 direct three-body 
decay, which implies the predominant process in the three-body 
decay of D0 → π0ηη is D0 → a0(980)0η.

We also perform a fit without the a0(980)0 signal included, and 
the statistical significance of the a0(980)0 signal is calculated with 
the change of likelihood value with respect to that of the nom-
inal fit taking into account the change of number of freedom in 
the fit. The significance for the a0(980)0 signal is only 2.6 σ , al-
though it is the predominant component in the three-body decay. 
Therefore, in the decay of D0 → π0ηη, the detection efficiency is 
estimated with the MC sample of D0 → a0(980)0η → π0ηη as de-
scribed above.

The resultant DT efficiencies for various decays are listed in Ta-
ble 1. The BFs of these decays are calculated with Eq. (1), and 
summarized in Table 2.

5. Systematic uncertainties

With the DT technique, the BF measurements are insensitive to 
systematics coming from the ST side since they mostly cancel. For 
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with error bars are data, the blue solid lines are the total fit curves, and the red dot-
ted lines are the signal shapes. The green dashed, magenta dash-dotted, orange dash 
two-dotted and blue long-dashed lines denote BKG I, BKG II, BKG III and BKG IV (see 
text), respectively. The violet long dash-dotted lines are the remaining D0 D̄0 back-
ground. The inset in plot (d) shows the normalized likelihood distribution including 
the systematic uncertainty, as a function of the expected BF. The blue arrow indi-
cates the upper limit on the BF at the 90% C.L.

change in the number of degrees of freedom, are summarized in 
Table 2.

Since no obvious D0 → ηηη signal is observed, an upper limit 
on its decay BF is determined. We fit the MBC distribution of the 
D0 → ηηη candidate events, where the signal is described by the 
MC simulated shape convoluted with a Gaussian function and the 
background by an ARGUS function. The parameters of the Gaus-
sian function are fixed to those obtained in the fit of D0 → π0ηη
decay. The resultant best fit is shown in Fig. 2 (d). The PDF for 
the expected signal yield is taken to be the normalized likelihood 
L versus the BF in the fit, incorporating the systematic uncer-
tainties as described below, and is shown as the inset plot in 
Fig. 2 (d). The upper limit on the BF at the 90% C.L., corresponding 
to 

∫ up
0 L(x)dx/ 

∫ ∞
0 L(x)dx = 0.9, is calculated to be < 1.3 × 10−4.

The detection efficiencies for various decays of interest must 
take into account the effect of any intermediate states. The exis-
tence of intermediate states in the D0 three-body decays is inves-
tigated by examining the corresponding Dalitz plots. Except for the 
decay D0 → π0ηη, no obvious intermediate states are observed. 
Therefore, the detection efficiencies for the decays D0 → π0π0π0, 

Fig. 3. (Color online.) Fits to the Mπ0η distribution. Dots with error bars are data, 
the blue solid line is the total fit curve, and the red dotted line is the signal shape. 
The blue long-dashed line is the background estimated from the inclusive MC.

π0π0η and ηηη are obtained with MC samples of three-body 
phase space decay with uniform angular distributions.

For the decay D0 → π0ηη, the a0(980)0 is evident in the π0η
invariant mass Mπ0η distribution. Fig. 3 shows the Mπ0η spec-
trum of 23 events with two entries per event from the data sam-
ple with additional requirements −0.023 < #E < 0.020 GeV and 
1.859 < MBC < 1.871 GeV/c2. An unbinned maximum likelihood fit 
is performed on the Mπ0η distribution to determine the a0(980)0

signal yield.
In the fit, the shape of the a0(980)0 is described with the shape 

from the MC sample of D0 → a0(980)0η → π0ηη, which has two 
components: one with the π0 combined with the correct η com-
ing from the a0(980)0 decay, and the other with the π0 combined 
with the wrong η coming directly from the D0 decay. The first 
peaks around the a0(980)0 mass, while the second contributes a 
broad shape in the Mπ0η distribution. The MC shape is convolved 
with a Gaussian function to account for the mass resolution dif-
ference between data and MC simulation. In the MC simulation, 
the intermediate a0(980)0 state is parameterized with the Flatté 
formula [16 ] with the central mass and the a0(980)0 coupling 
constants coming from the Crystal Barrel experiment [17,18]. The 
component from the direct D0 three-body decay is included in the 
fit, and its shape is the MC simulated shape, which is similar to 
that of the wrong η contribution in the a0(980)0 shape. We also 
include the background in the fit, where its shape is determined 
from the inclusive MC sample. Both magnitudes for the D0 three-
body decay component and background are left free in the fit. The 
fit curves are shown in Fig. 3. The fit yields are 21 ± 5 events for 
the a0(980)0 signal and 0 ± 4 events for the D0 direct three-body 
decay, which implies the predominant process in the three-body 
decay of D0 → π0ηη is D0 → a0(980)0η.

We also perform a fit without the a0(980)0 signal included, and 
the statistical significance of the a0(980)0 signal is calculated with 
the change of likelihood value with respect to that of the nom-
inal fit taking into account the change of number of freedom in 
the fit. The significance for the a0(980)0 signal is only 2.6 σ , al-
though it is the predominant component in the three-body decay. 
Therefore, in the decay of D0 → π0ηη, the detection efficiency is 
estimated with the MC sample of D0 → a0(980)0η → π0ηη as de-
scribed above.

The resultant DT efficiencies for various decays are listed in Ta-
ble 1. The BFs of these decays are calculated with Eq. (1), and 
summarized in Table 2.

5. Systematic uncertainties

With the DT technique, the BF measurements are insensitive to 
systematics coming from the ST side since they mostly cancel. For 

π0π0π0

π0π0η
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Fig. 2. (Color online.) Fits to the MBC distributions of the accepted candidate events 
for (a) D0 → π0π0π0, (b) D0 → π0π0η, (c) D0 → π0ηη and (d) D0 → ηηη. Dots 
with error bars are data, the blue solid lines are the total fit curves, and the red dot-
ted lines are the signal shapes. The green dashed, magenta dash-dotted, orange dash 
two-dotted and blue long-dashed lines denote BKG I, BKG II, BKG III and BKG IV (see 
text), respectively. The violet long dash-dotted lines are the remaining D0 D̄0 back-
ground. The inset in plot (d) shows the normalized likelihood distribution including 
the systematic uncertainty, as a function of the expected BF. The blue arrow indi-
cates the upper limit on the BF at the 90% C.L.

change in the number of degrees of freedom, are summarized in 
Table 2.

Since no obvious D0 → ηηη signal is observed, an upper limit 
on its decay BF is determined. We fit the MBC distribution of the 
D0 → ηηη candidate events, where the signal is described by the 
MC simulated shape convoluted with a Gaussian function and the 
background by an ARGUS function. The parameters of the Gaus-
sian function are fixed to those obtained in the fit of D0 → π0ηη
decay. The resultant best fit is shown in Fig. 2 (d). The PDF for 
the expected signal yield is taken to be the normalized likelihood 
L versus the BF in the fit, incorporating the systematic uncer-
tainties as described below, and is shown as the inset plot in 
Fig. 2 (d). The upper limit on the BF at the 90% C.L., corresponding 
to 

∫ up
0 L(x)dx/ 

∫ ∞
0 L(x)dx = 0.9, is calculated to be < 1.3 × 10−4.

The detection efficiencies for various decays of interest must 
take into account the effect of any intermediate states. The exis-
tence of intermediate states in the D0 three-body decays is inves-
tigated by examining the corresponding Dalitz plots. Except for the 
decay D0 → π0ηη, no obvious intermediate states are observed. 
Therefore, the detection efficiencies for the decays D0 → π0π0π0, 

Fig. 3. (Color online.) Fits to the Mπ0η distribution. Dots with error bars are data, 
the blue solid line is the total fit curve, and the red dotted line is the signal shape. 
The blue long-dashed line is the background estimated from the inclusive MC.

π0π0η and ηηη are obtained with MC samples of three-body 
phase space decay with uniform angular distributions.

For the decay D0 → π0ηη, the a0(980)0 is evident in the π0η
invariant mass Mπ0η distribution. Fig. 3 shows the Mπ0η spec-
trum of 23 events with two entries per event from the data sam-
ple with additional requirements −0.023 < #E < 0.020 GeV and 
1.859 < MBC < 1.871 GeV/c2. An unbinned maximum likelihood fit 
is performed on the Mπ0η distribution to determine the a0(980)0

signal yield.
In the fit, the shape of the a0(980)0 is described with the shape 

from the MC sample of D0 → a0(980)0η → π0ηη, which has two 
components: one with the π0 combined with the correct η com-
ing from the a0(980)0 decay, and the other with the π0 combined 
with the wrong η coming directly from the D0 decay. The first 
peaks around the a0(980)0 mass, while the second contributes a 
broad shape in the Mπ0η distribution. The MC shape is convolved 
with a Gaussian function to account for the mass resolution dif-
ference between data and MC simulation. In the MC simulation, 
the intermediate a0(980)0 state is parameterized with the Flatté 
formula [16 ] with the central mass and the a0(980)0 coupling 
constants coming from the Crystal Barrel experiment [17,18]. The 
component from the direct D0 three-body decay is included in the 
fit, and its shape is the MC simulated shape, which is similar to 
that of the wrong η contribution in the a0(980)0 shape. We also 
include the background in the fit, where its shape is determined 
from the inclusive MC sample. Both magnitudes for the D0 three-
body decay component and background are left free in the fit. The 
fit curves are shown in Fig. 3. The fit yields are 21 ± 5 events for 
the a0(980)0 signal and 0 ± 4 events for the D0 direct three-body 
decay, which implies the predominant process in the three-body 
decay of D0 → π0ηη is D0 → a0(980)0η.

We also perform a fit without the a0(980)0 signal included, and 
the statistical significance of the a0(980)0 signal is calculated with 
the change of likelihood value with respect to that of the nom-
inal fit taking into account the change of number of freedom in 
the fit. The significance for the a0(980)0 signal is only 2.6 σ , al-
though it is the predominant component in the three-body decay. 
Therefore, in the decay of D0 → π0ηη, the detection efficiency is 
estimated with the MC sample of D0 → a0(980)0η → π0ηη as de-
scribed above.

The resultant DT efficiencies for various decays are listed in Ta-
ble 1. The BFs of these decays are calculated with Eq. (1), and 
summarized in Table 2.

5. Systematic uncertainties

With the DT technique, the BF measurements are insensitive to 
systematics coming from the ST side since they mostly cancel. For 

π0ηη

ηηη
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B(⇤+
c ! pK�⇡+) = (6.84± 0.24+0.21

�0.27)%

B(⇤+
c ! pK�⇡+) = (5.84± 0.27± 0.23)%

5

TABLE I. Requirement on ∆E, ST yields, DT yields and
detection efficiencies for each of the decay modes. The un-
certainties are statistical only. The quoted efficiencies do not
include any subleading BFs.

Mode ∆E (MeV) NST
j εj(%) NDT

i− εDT
i− (%)

pK0
S (−20, 20) 1243 ± 37 55.9 97± 10 16.6

pK−π+ (−20, 20) 6308 ± 88 51.2 420 ± 22 14.1
pK0

Sπ
0 (−30, 20) 558 ± 33 20.6 47± 8 6.8

pK0
Sπ

+π− (−20, 20) 485 ± 29 21.4 34± 6 6.4
pK−π+π0 (−30, 20) 1849 ± 71 19.6 176 ± 14 7.6
Λπ+ (−20, 20) 706 ± 27 42.2 60± 8 12.7
Λπ+π0 (−30, 20) 1497 ± 52 15.7 101 ± 13 5.4
Λπ+π−π+ (−20, 20) 609 ± 31 12.0 53± 7 3.6
Σ0π+ (−20, 20) 522 ± 27 29.9 38± 6 9.9
Σ+π0 (−50, 30) 309 ± 24 23.8 25± 5 8.0
Σ+π+π− (−30, 20) 1156 ± 49 24.2 80± 9 8.1
Σ+ω (−30, 20) 157 ± 22 9.9 13± 3 3.8

We perform unbinned extended maximum likelihood307

fits to the MBC distributions to obtain the ST yields,308

as illustrated in Fig. 1. In each fit, the signal shape309

is derived from MC simulations of the signal ST modes310

convolved with a Gaussian function to account for imper-311

fect modeling of the detector resolution and beam-energy312

spread. The parameters of the Gaussians are allowed to313

vary in the fits. Backgrounds for each mode are described314

with the ARGUS function [16]. The resultant ST yields315

in the signal region 2276 < MBC < 2300MeV/c2 and the316

corresponding detection efficiencies are listed in Table I.317

In the signal candidates of the twelve ST modes, a spe-318

cific mode Λ+
c → i is formed from the remaining tracks319

and showers recoiling against the ST Λ−
c . We combine320

the DT signal candidates over the twelve ST modes and321

plot the distributions of the MBC variable in Fig. 2. We322

follow the same fit strategy as in the ST samples to es-323

timate the total DT yield NDT
i− in Eq. (4), except that324

the DT signal shapes are derived from the DT signal MC325

samples and convolved with the Gaussian function. The326

parameters of the Gaussians are also allowed to vary in327

the fits. The extracted DT yields are listed in Table I.328

The 12 × 12 DT efficiencies εij are evaluated based on329

the DT signal MC samples, in order to extract the BFs.330

Main sources of systematic uncertainties related to the331

measurement of BFs include tracking, PID, reconstruc-332

tion of intermediate states and intermediate BFs. For333

the ∆E and MBC requirements, the uncertainties are334

negligible, as we correct resolutions in MC samples to335

accord with those in data. Uncertainties associated with336

the efficiencies of the tracking and PID of charged par-337

ticles are estimated by studying a set of control sam-338

ples of e+e− → π+π+π−π−, K+K−π+π− and pp̄π+π−
339

based on data taken at energies above
√
s = 4.0GeV.340

An uncertainty of 1.0% is assigned to each π0 due to the341

reconstruction efficiency. The uncertainties of detecting342

K0
S and Λ are determined to be 1.2% and 2.5%, respec-343
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FIG. 2. Fits to the DT MBC distributions in data for different
signal modes. Points with error bars are data, solid lines are
the sum of fit functions, and dashed lines are background
shapes.

TABLE II. Summary of systematic uncertainties, in percent.
The total numbers are derived from the least-squares fit, by
taking into account correlations among different modes.

Source Tracking PID K0
S Λ π0 Signal MC Quoted

Total
model stat. BFs

pK0
S 1.3 0.3 1.2 0.2 0.4 0.1 2.0

pK−π+ 2.5 3.2 0.2 3.9
pK0

Sπ
0 1.1 1.6 1.2 1.0 1.0 0.5 0.1 2.7

pK0
Sπ

+π− 2.8 5.4 1.2 0.5 0.5 0.1 5.9
pK−π+π0 3.3 5.8 1.0 2.0 0.5 6.6
Λπ+ 1.0 1.0 2.5 0.5 0.5 0.8 2.4
Λπ+π0 1.0 1.0 2.5 1.0 0.6 0.6 0.8 2.7
Λπ+π−π+ 3.0 3.0 2.5 0.8 0.8 0.8 4.7
Σ0π+ 1.0 1.0 2.5 1.7 0.7 0.8 2.4
Σ+π0 1.3 0.3 2.0 1.7 0.8 0.1 2.5
Σ+π+π− 3.0 3.7 1.0 0.8 0.4 0.1 4.7
Σ+ω 3.0 3.2 2.0 7.1 1.0 0.8 4.5

tively. Reweighting factors for the twelve signal models344

are varied within their statistical uncertainties obtained345

from the ST data samples. Deviations of the resultant ef-346

ficiencies are taken into account in systematic uncertain-347

ties. Systematic uncertainties due to limited statistics in348

MC samples are included. Uncertainties on the BFs of349

intermediate state decays from the PDG [4] are also in-350

cluded. A summary of systematic uncertainties are given351

in Table II.352

We use a least-squares fitter, which considers statistical353

and systematic correlations among the different hadronic354

modes, to obtain the BFs of the twelve Λ+
c decay modes355

globally. Details of this fitter are discussed in Ref. [17]. In356

the fitter, the precisions of the twelve BFs are constrained357

to a common variable, NΛ+
c Λ−

c
, according to Eqs. (1) and358

With 567 pb−1 of data at 4.6 GeV (200k Λc), measure absolute BF’s with double-tags: 

But compare to the Belle measurement:

[Belle, PRL 113, 042002 (2014)]

(A reminder that it is important to measure  
the same quantities with different techniques.)

With higher energies, access absolute BF’s
for other charmed baryons.
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considered: First, the uncertainty of the calculation model
is studied using a different algorithm mentioned in
Ref. [25]. Second, the uncertainty associated with the input
line shape is estimated using different fit functions. Third,
the fISR depends on the c.m. energy of the eþe− → Λþ

c Λ̄−
c

process. The uncertainty of the c.m. energy therefore
contributes near the threshold. At the lowest energy point,
the c.m. energy is measured to be

ffiffiffi
s

p
¼ 4574.50#

0.72 MeV [26]. Finally, the beam energy spread, which
has been estimated as 1.55# 0.18 MeV, is important near
threshold and contributes to the fISR uncertainty. For the
other, higher, energies, the effects from the c.m. energy
uncertainty and the beam energy spread are less than 0.1%
and can be neglected due to the flat line shape of the cross
section. The uncertainty of fVP is calculated to be 0.5% at
all four c.m. energies [22]. The uncertainty from the
integrated luminosity has been found to be 0.7% at

ffiffiffi
s

p
¼

4580.0 and 4590.0 MeV, and 1.0% at
ffiffiffi
s

p
¼ 4574.5 and

4599.5 MeV [20,21]. A summary of the general contribu-
tions to the systematic uncertainties is given in Table II.
The cross sections obtained in different decay modes are

combined using the method mentioned in Ref. [27], in
which the cross section is given by

σ¼
X

i

wiσi with wi¼ð1=Δσ2i Þ
"#X

i

1=Δσ2i
$
: ð3Þ

Here, wi and Δσi denote the weight and the total uncer-
tainty, respectively, of the measured cross section σi of
mode i. The sum is performed over all 20 decay modes

of Λþ
c and Λ̄−

c [28]. The combined uncertainty is calcu-
lated by

Δσ2 ¼
X

i;j

wiðMσÞijwj; ð4Þ

where Mσ represents the covariance matrix of these cross-
section measurements, in which the correlations between
any two measurements σi and σj are considered. The
resulting cross sections at the four c.m. energies are listed
in Table III and shown in Fig. 2 together with the Belle data
[11] for comparison.
The data sets collected at

ffiffiffi
s

p
¼ 4574.5 and 4599.5 MeV

are large enough to perform a detailed study in the c.m.
frame of the Λc polar angle θΛc

, which is defined as the
angle between the Λc momentum and the beam direction.
The data fulfilling all selection criteria are divided into ten
bins in cos θΛþ

c
. In each cos θΛþ

c
bin, the total yield is

obtained by summing the yields of all the ten tagged
modes. The one-dimensional bin-by-bin efficiency correc-
tions are applied on these total yields. The same procedure
is performed by tagging Λ̄−

c decay channels. The total
yields of Λþ

c and Λ̄−
c are combined bin-by-bin, and the

shape function fðθÞ∝ð1þαΛc
cos2θÞ is fitted to the com-

bined data, as shown in Fig. 3. Table IV lists the resulting
αΛc

parameters obtained from the fits, as well as the
jGE=GMj ratios extracted using the equation

jGE=GMj2ð1 − β2Þ ¼ ð1 − αΛc
Þ=ð1þ αΛc

Þ: ð5Þ

The systematic uncertainties of the αΛc
considered here

are the contributions from the fit range and the bin
size. A change of the fit range in cos θ from (−1.0, 1.0)
to (−0.8, 0.8) and in the number of bins from 10 to 20 is
performed, and the differences in the obtained αΛc

are
regarded as the systematic uncertainty. Systematics

TABLE II. Summary of the general relative systematic un-
certainties of the cross section originating from the factors fISR,
fVP, and Lint, quoted in percentages.

fISR
ffiffiffi
s

p

(MeV)
Calculation

model
Line
shape

C.m.
energy

Energy
spread Total

fVP Lint

4574.5 3.4 1.2 18.0 3.0 18.6 0.5 1.0
4580.0 0.7 0.6 & & & 0.2 0.9 0.5 0.7
4590.0 0.2 1.7 & & & & & & 1.7 0.5 0.7
4599.5 0.1 2.6 & & & & & & 2.6 0.5 1.0

TABLE III. The average cross section of eþe− → Λþ
c Λ̄−

c
measured at each c.m. energy, where the uncertainties are
statistical and systematic, respectively. The observed cross
section can be obtained by multiplying the fISR and the σ.

ffiffiffi
s

p
(MeV) Lint ðpb−1Þ fISR σ (pb)

4574.5 47.67 0.45 236# 11# 46
4580.0 8.54 0.66 207# 17# 13
4590.0 8.16 0.71 245# 19# 16
4599.5 566.93 0.74 237# 3# 15
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FIG. 3. Angular distribution after efficiency correction and
results of the fit to data at

ffiffiffi
s

p
¼ 4574.5 MeV (left) and

4599.5 MeV (right).

TABLE IV. Shape parameters of the angular distribution and
jGE=GMj ratios at

ffiffiffi
s

p
¼ 4574.5 and 4599.5 MeV. The uncer-

tainties are statistical and systematic, respectively.

ffiffiffi
s

p
(MeV) αΛc

jGE=GMj
4574.5 −0.13# 0.12# 0.08 1.14# 0.14# 0.07
4599.5 −0.20# 0.04# 0.02 1.23# 0.05# 0.03
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obtained from convolving the MBC shape of MC simu-
lations with a Gaussian function to compensate a possible
resolution difference between data and MC simulations.
The background is described by an ARGUS function with
the high-end truncation fixed. At

ffiffiffi
s

p
¼ 4599.5 MeV, the

parameters of the ARGUS and the Gaussian functions used
in the convolution are obtained from the fit. At the
remaining c.m. energies, all parameters obtained at the
highest energy, except for the mean of the Gaussian, are
used to fix parameters in the new fits. Yields are extracted
from the signal region 2276 MeV < MBCc2 < Ebeam in
each fit. The detection efficiency of each decay mode is
evaluated by MC simulations of the eþe− → Λþ

c Λ̄−
c proc-

ess. Figure 1 gives the efficiencies of mode pK−πþ at the
four c.m. energies.
The cross section of the ith mode is determined using

σi ¼
Ni

εiLintfVPBRifISR
; ð2Þ

where Ni and εi represent the yield and corresponding
detection efficiency. The integrated luminosity Lint is taken
from Refs. [20,21]. The vacuum polarization (VP) correc-
tion factor fVP is calculated to be 1.055 at all four c.m.
energies [22]. BRi represents the product of branching
fractions of the ithΛc decay mode and its subsequent decay
(s). fISR is the ISR correction factor derived in Ref. [23] and
implemented in KKMC. Since the calculation of fISR
requires the cross-section line shape as input, an iterative
procedure has been performed.
The systematic uncertainties of the cross section can be

classified into reconstruction-related and general contri-
butions. The reconstruction-related contributions are mode
specific and mainly originate from tracking, PID,
reconstruction of intermediate states, and total BRs. The
uncertainties of ΔE and MBC requirements are negligible
after correcting for the difference in resolution between
simulated and real data samples. The uncertainties from the
tracking and PID of charged particles are investigated using
control samples from eþe− → πþπ−πþπ−, KþK−πþπ−,
and pp̄πþπ− collected at

ffiffiffi
s

p
> 4.0 GeV [24]. The

uncertainties are obtained after weighting according to
the momenta of the corresponding final states.
Reconstruction uncertainties of K0

S, Λ, and π0 have been
found to be 1.2%, 2.5%, and 1.0% [15]. Statistical
uncertainties of detection efficiencies are considered as
systematic uncertainties. The dependence of the
reconstruction efficiency on the MC model for the ten
decay modes also gives a small contribution to the
systematic uncertainty [15]. Uncertainties originating from
the total BRs of the tagged modes are quoted from
Refs. [15,16]. A summary of the reconstruction-related
systematic uncertainties is given in Table I. The total
uncertainty at each energy has been calculated assuming

that the values given at
ffiffiffi
s

p
¼ 4599.5 MeV are valid at all

c.m. energies.
The general contributions to the systematic uncertainty

originate from uncertainties in fISR, fVP, and Lint in Eq. (2)
and are the same for all decay modes. The fISR is obtained
using the KKMC generator, which requires a cross-section
line shape as input. The line shape is in turn obtained by an
iterative fitting procedure of the cross-section data using
Eq. (1). In the fit, the jGE=GMj value at an arbitrary c.m.
energy is assigned by linear interpolation between the two
known values listed in Table IV. For simplicity, jGMj is
assumed to be independent of the c.m. energy. To precisely
describe the data, the α in the Sommerfeld resummation
factor is replaced by αsð¼ 0.25Þ. In the line shape, the cross
section at the c.m. energy region ð2mΛc

c2; 4574.5Þ MeV is
obtained from extrapolating the fit; below threshold it
vanishes, as shown by the blue solid curve in Fig. 2.
Four sources of systematic uncertainty from the fISR are

TABLE I. Summary of the reconstruction-related, mode-
specific, relative systematic uncertainties of the cross section
at

ffiffiffi
s

p
¼ 4599.5 MeV, quoted in percentages.

Source Tracking PID K0
S Λ π0

MC
statistic

Signal
model

Total
BR

pK−πþ 3.2 4.6 % % % % % % % % % 0.2 % % % 6.0
pK0

S 1.3 0.5 1.2 % % % % % % 0.6 0.2 5.6
Λπþ 1.0 1.0 % % % 2.5 % % % 0.8 0.5 6.2
pK−πþπ0 3.0 7.6 % % % % % % 1.0 0.6 2.0 8.3
pK0

Sπ
0 1.0 1.8 1.2 % % % 1.0 1.1 1.0 7.5

Λπþπ0 1.0 1.0 % % % 2.5 1.0 0.6 0.6 6.0
pK0

Sπ
þπ− 2.8 5.3 1.2 % % % % % % 1.0 0.5 9.3

Λπþπþπ− 3.0 3.0 % % % 2.5 % % % 0.9 0.8 7.9
Σ0πþ 1.0 1.0 % % % 2.5 % % % 1.1 1.7 6.7
Σþπþπ− 3.0 4.0 % % % % % % 1.0 0.8 0.8 7.4
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FIG. 2. Cross section of eþe− → Λþ
c Λ̄−

c obtained by BESIII
(this work) and Belle. The blue solid curve represents the input
line shape for KKMC when determining the fISR. The dash-dotted
cyan curve denotes the prediction of the phase-space (PHSP)
model, which is parametrized by Eq. (1), but with C ¼ 1 and flat
jGMj with respect to

ffiffiffi
s

p
.
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Also study the production of charmed baryons…

(interesting results even with small data sets)

Scanning in ECM would be an important
tool at a τ-charm factory.
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BESIII, ”Search for the rare decays J/ ! D0e+e� + c.c. and  (3686) !
D0e+e� + c.c.,” PRD 96, 111101(R) (2017)

Besides the usual open charm decays, J/ψ decays might provide a complementary approach…
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Using the data samples of ð1310.6 " 7.2Þ × 106 J=ψ events and ð448.1 " 2.9Þ × 106 ψð3686Þ events
collected with the BESIII detector, we search for the rare decays J=ψ → D0eþ e− þ c:c: and ψð3686Þ →
D0eþ e− þ c:c: No significant signals are observed and the corresponding upper limits on the branching
fractions at the 90% confidence level are determined to be BðJ=ψ → D0eþ e− þ c:c:Þ < 8.5 × 10−8 and
Bðψð3686Þ → D0eþ e− þ c:c:Þ < 1.4 × 10−7, respectively. Our limit on BðJ=ψ → D0eþ e− þ c:c:Þ is more
stringent by 2 orders of magnitude than the previous results, and Bðψð3686Þ → D0eþ e− þ c:c:Þ is
measured for the first time.

DOI: 10.1103/PhysRevD.96.111101

In the standard model (SM), decays of the charmonium
resonances J=ψ and ψð3686Þ1 (collectively referred to as ψ
throughout the text) induced by flavor changing neutral
currents (FCNCs) are forbidden at the tree level due to the
Glashow-Iliopoulos-Maiani (GIM) mechanism [2], but can
occur via a c→ u transition at the loop level, e.g., shown in
Fig. 1 for the decay of ψ → D0eþ e−. Such decays can also
occur via long-distance effects on the hadron level, which
are, according to Ref. [3], expected to have the same order
of magnitude as the FCNC process. The decay branching
fraction for this kind of rare process is expected to be of
order 10−10 to 10−13 in the SM [4,5]. However, many new
physics models, such as the topcolor models [6], the
minimal supersymmetric standard model with R-parity
violation [7], and the two Higgs doublet model [8], predict
that the decay branching fractions can be enhanced by 2 or
3 orders of magnitude. Searching for experimental evidence
for these FCNC processes offers an ideal opportunity to
study nonperturbative QCD effects and their underlying

dynamics, and serves as a probe to search for new physics
beyond the SM [9,10].
The semileptonic decay J=ψ → D0eþ e− (the charged

conjugate channel is always implied throughout the text if
not mentioned explicitly) is an interesting decay to study
FCNC-induced processes. The BESII experiment has
searched for the decay J=ψ → D0eþ e− by using 58 ×
106 J=ψ events, and an upper bound on the branching
fraction was placed at the order of 10−5 [11], which is far
away from the theoretical prediction. A more precise
measurement with larger statistics is desirable to test the
theoretical predictions more stringently.
The Beijing spectrometer (BESIII) detector [12], located

at the Beijing electron-positron collider (BEPCII), has
collected ð1310.6 " 7.2Þ × 106 J=ψ events [13,14] and
ð448.1 " 2.9Þ × 106 ψð3686Þ events [15,16], which are
the world largest samples collected with electron-positron
collisions at cc̄ (charmonium) thresholds. The high quality
and large statistics data samples provide a unique oppor-
tunity to search for physics beyond the SM. In this paper,
we present a search for the rare processes ψ → D0eþ e−.
BEPCII is a double-ring eþ e− collider running at center-

of-mass (c.m.) energies between 2.0 and 4.6 GeV, reaching
a peak luminosity of 1.0 × 1033 cm−2 s−1 at a c.m. energy
of 3770 MeV. The cylindrical BESIII detector has an
effective geometrical acceptance of 93% of 4π and is
divided into a barrel section and two end caps. It contains
a small-cell, helium-based (40% He, 60% C3H8) main drift

c u

cc

bs,d,

0, Zγ
+e

-e

-W

FIG. 1. Typical Feynman diagram for ψ → D0eþ e−.
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1ψð3686Þ is refer to the ψð2SÞ in the PDG [1].
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UL is factor of 102  − 104 above  
SM expectations
(but c.f. B(D0 → γγ), 101  − 102 above SM) 

⇒ might be competitive

B(J/ ! D0e+e�) < 8.5⇥ 10�8 (90% C.L.)

events satisfying these criteria are removed. This selection
removes 95.0% of all γ conversion events while losing less
than 5.0% efficiency for the signal decays. The criteria are
determined by studying a control sample of J=ψ → γπþπ−

with the γ conversion into an eþe− pair. The resolution σΔxy

of Δxy depends on the angle θeþe− and is also determined
from the study of the control sample.
After the γ conversion suppression criteria are applied, the

inclusive J=ψ and ψð3686Þ MC samples are used to study
the remaining background contamination. In decay mode I,
the dominant backgrounds are ψ → ðγÞπþπ−eþe−, etc.,
due to K=π misidentification for high momentum tracks.
The 4C kinematic fits with hypotheses ψ → ðγÞπþπ−eþe−
are performed, and the corresponding χ24CðK−πþeþe−Þ <
χ24CððγÞπþπ−eþe−Þ is required. Another potential back-
ground in the ψð3686Þ data sample is ψð3686Þ →
πþπ−J=ψ with subsequent decay J=ψ → eþe−, where a
low momentum π$ is misidentified to be an electron while
a high momentum electron (positron) is misidentified as
a kaon. The requirement jMRecoilðπþπ−Þ −mðJ=ψÞj >
0.02 GeV=c2 is implemented to reduce this background,
where MRecoilðπþπ−Þ is the recoil mass of the two low
momentum tracks with opposite charges using the π$

hypothesis, andmðJ=ψÞ is the nominal J=ψ mass. In decay
mode II, the dominant background is ψ → KSK−πþ with
subsequent decays KS → π0π0 and with a π0 Dalitz decay.
The requirement jMRecoilðK−πþÞ−mðKSÞj> 0.06GeV=c2

is applied to suppress this background, where
MRecoilðK−πþÞ is the recoil mass of the K−πþ system,
and mðKSÞ is the KS nominal mass. Another background is
ψ → ωπþπ− (ω → π0eþe−) with a pion misidentified as a
kaon. This background is suppressed by a requirement
on the kinematic fit quality with χ25CðK−πþπ0eþe−Þ <
χ25Cðπþπ−π0eþe−Þ. In decay mode III, the dominant
background is ψ → eþe−KSKπ with the subsequent KS
decay into πþπ−. This background is rejected if
any of the πþπ− invariant mass Mðπþπ−Þ satisfies
jMðπþπ−Þ −mðKSÞj < 0.025 GeV=c2.
After applying the above selection criteria, the distribu-

tions of the K−πþ, K−πþπ0, and K−πþπþπ− invariant
masses for the surviving events in the three D0 meson
decay modes are shown in Fig. 2. No D0 signals are
observed, and therefore upper limits on the branching
fractions at the 90% C.L. are determined.
In the measurements of the branching fractions, the

sources of systematic uncertainty include the detection
efficiencies of charged tracks and photons, the PID effi-
ciency, the kinematic fit, γ conversion veto, mass window
requirements, the fit procedure, the decay branching
fractions of intermediate states, as well as the total numbers
of ψ events. The individual systematic uncertainties are
estimated and described in detail as follows:
(a) Tracking efficiency: The tracking efficiencies for π$

and K$ are studied using control samples of
J=ψ → ρπ → πþπ−π0, J=ψ → pp̄πþπ−, and J=ψ →

K0
SK

−πþ [25,26]. The tracking efficiency for electrons
(positrons) is studied with a control sample of radiative
Bhabha events. The differences in tracking efficiencies
between data and MC simulation are 1% per track
for K, π and e, respectively, and are taken as the
systematic uncertainties.

(b) PID: The PID efficiencies of π$ and K$ are studied
with the same control samples as in the study of the
tracking efficiency [25,26]. The PID efficiency from
the data sample agrees with that of the MC simu-
lation within 1% for each track. The uncertainty of
the PID efficiency for electrons (positrons) is studied
with the control sample of radiative Bhabha events,
and 1.0% is assigned for each electron (positron).
The uncertainty of the E=p requirement for electrons
(positrons) is studied with the control sample J=ψ →
πþπ−π0 (π0 → γeþe−), and an uncertainty of 2% is
assigned.

(c) Photon detection efficiency: The photon detection
efficiency is studied with the control samples
J=ψ → πþπ−π0, and a weighted average uncertainty,
according to the energy distribution, is determined to
be 0.6% per photon.
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FIG. 2. Distributions of K−πþ (upper row), K−πþπ0 (middle
row) and K−πþπþπ− (bottom row) invariant masses. The left and
right columns are for the J=ψ and ψð3686Þ samples, respectively.
Dots with error bars are data, the solid and dashed curves are for
the signal shape and the total best fit to data, respectively.
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events satisfying these criteria are removed. This selection
removes 95.0% of all γ conversion events while losing less
than 5.0% efficiency for the signal decays. The criteria are
determined by studying a control sample of J=ψ → γπþπ−

with the γ conversion into an eþe− pair. The resolution σΔxy

of Δxy depends on the angle θeþe− and is also determined
from the study of the control sample.
After the γ conversion suppression criteria are applied, the

inclusive J=ψ and ψð3686Þ MC samples are used to study
the remaining background contamination. In decay mode I,
the dominant backgrounds are ψ → ðγÞπþπ−eþe−, etc.,
due to K=π misidentification for high momentum tracks.
The 4C kinematic fits with hypotheses ψ → ðγÞπþπ−eþe−
are performed, and the corresponding χ24CðK−πþeþe−Þ <
χ24CððγÞπþπ−eþe−Þ is required. Another potential back-
ground in the ψð3686Þ data sample is ψð3686Þ →
πþπ−J=ψ with subsequent decay J=ψ → eþe−, where a
low momentum π$ is misidentified to be an electron while
a high momentum electron (positron) is misidentified as
a kaon. The requirement jMRecoilðπþπ−Þ −mðJ=ψÞj >
0.02 GeV=c2 is implemented to reduce this background,
where MRecoilðπþπ−Þ is the recoil mass of the two low
momentum tracks with opposite charges using the π$

hypothesis, andmðJ=ψÞ is the nominal J=ψ mass. In decay
mode II, the dominant background is ψ → KSK−πþ with
subsequent decays KS → π0π0 and with a π0 Dalitz decay.
The requirement jMRecoilðK−πþÞ−mðKSÞj> 0.06GeV=c2

is applied to suppress this background, where
MRecoilðK−πþÞ is the recoil mass of the K−πþ system,
and mðKSÞ is the KS nominal mass. Another background is
ψ → ωπþπ− (ω → π0eþe−) with a pion misidentified as a
kaon. This background is suppressed by a requirement
on the kinematic fit quality with χ25CðK−πþπ0eþe−Þ <
χ25Cðπþπ−π0eþe−Þ. In decay mode III, the dominant
background is ψ → eþe−KSKπ with the subsequent KS
decay into πþπ−. This background is rejected if
any of the πþπ− invariant mass Mðπþπ−Þ satisfies
jMðπþπ−Þ −mðKSÞj < 0.025 GeV=c2.
After applying the above selection criteria, the distribu-

tions of the K−πþ, K−πþπ0, and K−πþπþπ− invariant
masses for the surviving events in the three D0 meson
decay modes are shown in Fig. 2. No D0 signals are
observed, and therefore upper limits on the branching
fractions at the 90% C.L. are determined.
In the measurements of the branching fractions, the

sources of systematic uncertainty include the detection
efficiencies of charged tracks and photons, the PID effi-
ciency, the kinematic fit, γ conversion veto, mass window
requirements, the fit procedure, the decay branching
fractions of intermediate states, as well as the total numbers
of ψ events. The individual systematic uncertainties are
estimated and described in detail as follows:
(a) Tracking efficiency: The tracking efficiencies for π$

and K$ are studied using control samples of
J=ψ → ρπ → πþπ−π0, J=ψ → pp̄πþπ−, and J=ψ →

K0
SK

−πþ [25,26]. The tracking efficiency for electrons
(positrons) is studied with a control sample of radiative
Bhabha events. The differences in tracking efficiencies
between data and MC simulation are 1% per track
for K, π and e, respectively, and are taken as the
systematic uncertainties.

(b) PID: The PID efficiencies of π$ and K$ are studied
with the same control samples as in the study of the
tracking efficiency [25,26]. The PID efficiency from
the data sample agrees with that of the MC simu-
lation within 1% for each track. The uncertainty of
the PID efficiency for electrons (positrons) is studied
with the control sample of radiative Bhabha events,
and 1.0% is assigned for each electron (positron).
The uncertainty of the E=p requirement for electrons
(positrons) is studied with the control sample J=ψ →
πþπ−π0 (π0 → γeþe−), and an uncertainty of 2% is
assigned.

(c) Photon detection efficiency: The photon detection
efficiency is studied with the control samples
J=ψ → πþπ−π0, and a weighted average uncertainty,
according to the energy distribution, is determined to
be 0.6% per photon.
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FIG. 2. Distributions of K−πþ (upper row), K−πþπ0 (middle
row) and K−πþπþπ− (bottom row) invariant masses. The left and
right columns are for the J=ψ and ψð3686Þ samples, respectively.
Dots with error bars are data, the solid and dashed curves are for
the signal shape and the total best fit to data, respectively.
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events satisfying these criteria are removed. This selection
removes 95.0% of all γ conversion events while losing less
than 5.0% efficiency for the signal decays. The criteria are
determined by studying a control sample of J=ψ → γπþπ−

with the γ conversion into an eþe− pair. The resolution σΔxy

of Δxy depends on the angle θeþe− and is also determined
from the study of the control sample.
After the γ conversion suppression criteria are applied, the

inclusive J=ψ and ψð3686Þ MC samples are used to study
the remaining background contamination. In decay mode I,
the dominant backgrounds are ψ → ðγÞπþπ−eþe−, etc.,
due to K=π misidentification for high momentum tracks.
The 4C kinematic fits with hypotheses ψ → ðγÞπþπ−eþe−
are performed, and the corresponding χ24CðK−πþeþe−Þ <
χ24CððγÞπþπ−eþe−Þ is required. Another potential back-
ground in the ψð3686Þ data sample is ψð3686Þ →
πþπ−J=ψ with subsequent decay J=ψ → eþe−, where a
low momentum π$ is misidentified to be an electron while
a high momentum electron (positron) is misidentified as
a kaon. The requirement jMRecoilðπþπ−Þ −mðJ=ψÞj >
0.02 GeV=c2 is implemented to reduce this background,
where MRecoilðπþπ−Þ is the recoil mass of the two low
momentum tracks with opposite charges using the π$

hypothesis, andmðJ=ψÞ is the nominal J=ψ mass. In decay
mode II, the dominant background is ψ → KSK−πþ with
subsequent decays KS → π0π0 and with a π0 Dalitz decay.
The requirement jMRecoilðK−πþÞ−mðKSÞj> 0.06GeV=c2

is applied to suppress this background, where
MRecoilðK−πþÞ is the recoil mass of the K−πþ system,
and mðKSÞ is the KS nominal mass. Another background is
ψ → ωπþπ− (ω → π0eþe−) with a pion misidentified as a
kaon. This background is suppressed by a requirement
on the kinematic fit quality with χ25CðK−πþπ0eþe−Þ <
χ25Cðπþπ−π0eþe−Þ. In decay mode III, the dominant
background is ψ → eþe−KSKπ with the subsequent KS
decay into πþπ−. This background is rejected if
any of the πþπ− invariant mass Mðπþπ−Þ satisfies
jMðπþπ−Þ −mðKSÞj < 0.025 GeV=c2.
After applying the above selection criteria, the distribu-

tions of the K−πþ, K−πþπ0, and K−πþπþπ− invariant
masses for the surviving events in the three D0 meson
decay modes are shown in Fig. 2. No D0 signals are
observed, and therefore upper limits on the branching
fractions at the 90% C.L. are determined.
In the measurements of the branching fractions, the

sources of systematic uncertainty include the detection
efficiencies of charged tracks and photons, the PID effi-
ciency, the kinematic fit, γ conversion veto, mass window
requirements, the fit procedure, the decay branching
fractions of intermediate states, as well as the total numbers
of ψ events. The individual systematic uncertainties are
estimated and described in detail as follows:
(a) Tracking efficiency: The tracking efficiencies for π$

and K$ are studied using control samples of
J=ψ → ρπ → πþπ−π0, J=ψ → pp̄πþπ−, and J=ψ →

K0
SK

−πþ [25,26]. The tracking efficiency for electrons
(positrons) is studied with a control sample of radiative
Bhabha events. The differences in tracking efficiencies
between data and MC simulation are 1% per track
for K, π and e, respectively, and are taken as the
systematic uncertainties.

(b) PID: The PID efficiencies of π$ and K$ are studied
with the same control samples as in the study of the
tracking efficiency [25,26]. The PID efficiency from
the data sample agrees with that of the MC simu-
lation within 1% for each track. The uncertainty of
the PID efficiency for electrons (positrons) is studied
with the control sample of radiative Bhabha events,
and 1.0% is assigned for each electron (positron).
The uncertainty of the E=p requirement for electrons
(positrons) is studied with the control sample J=ψ →
πþπ−π0 (π0 → γeþe−), and an uncertainty of 2% is
assigned.

(c) Photon detection efficiency: The photon detection
efficiency is studied with the control samples
J=ψ → πþπ−π0, and a weighted average uncertainty,
according to the energy distribution, is determined to
be 0.6% per photon.
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FIG. 2. Distributions of K−πþ (upper row), K−πþπ0 (middle
row) and K−πþπþπ− (bottom row) invariant masses. The left and
right columns are for the J=ψ and ψð3686Þ samples, respectively.
Dots with error bars are data, the solid and dashed curves are for
the signal shape and the total best fit to data, respectively.
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1.3 billion J/ψ — O(months) at BESIII
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Strengths of CLEO/BES/τcF:  (5) Rare decays — LFV

Alexey A Petrov (WSU & MCTP) CHARM 2018, Novosibirsk, Russia

Studies of lepton flavor violation with charm

8

★ Multitude of NP operators: single operator dominance hypothesis (SODH)  
- but it is not often that only a single operator contributes, e.g. for quarkonia 

Llq = � 1

⇤2

X

q
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⇣
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SR`1PR`2 + Cq
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⌘
qq

+ m2mqGF

⇣
Cq

PR`1PR`2 + Cq
PL`1PL`2

⌘
q�5q + h.c.

i

- Can (partially) do away with SODH if designer initial states are used 

Vector: 

Scalar: 

- No data (other than J/psi) exist!!!
D. Hazard and A.A.P., PRD94 (2016), 074023

Other ideas to probe new physics with quarkonia decays…

… a τ-charm factory would be ideally suited for this.
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Strengths of CLEO/BES/τc-Factory

(1) Quantum-correlated pairs of D-mesons
⇒  complementary to other mixing and CP studies (and input for B → DK)

(2) Leptonic decays
⇒  precision QCD and tests of lepton-flavor universality

(3) Special hadronic decays (e.g. D+ → π+π0)
⇒  CP asymmetries and absolute branching fractions

(4) Charmed baryons
⇒ absolute branching fractions and features of production

(5) Rare decays (also from charmonium)
⇒ complementary searches 
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Strengths of CLEO/BES/τc-Factory

(1) Quantum-correlated pairs of D-mesons
⇒  complementary to other mixing and CP studies (and input for B → DK)

(2) Leptonic decays
⇒  precision QCD and tests of lepton-flavor universality

(3) Special hadronic decays (e.g. D+ → π+π0)
⇒  CP asymmetries and absolute branching fractions

(4) Charmed baryons
⇒ absolute branching fractions and features of production

(5) Rare decays (also from charmonium)
⇒ complementary searches 

The statistics of LHCb and Belle II will be formidable…
… a super τ-charm factory would be formidable in a complementary way!


