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1. HEP in Korea



HEP Experiments in Korea

Prof. Y. Kwon

Abroad

Domestic
IBS

Abroad
Neutrino

Domestic
Neutrino

Next Generation 
Dark Matter Experiment
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▲ Evolution 
of Universe

▲ Origin of matter ▲ Standard Model

SM▲ Component

Dark Matter

Research

Observed data

Accelerator data

ICT

Big data / Deep Learning
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Goal is for SM or BSM.

암흑물질



Beyond the Standard Model
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Many particles 
Beyond Standard 
Model

Higgs particle 
(Standard Model)

⇒ BSM needs at least 1000 more Higgs events.
Adam Martin

⇒ ML & Evolving computing architecture needed
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KEK(Belle II)

Fermilab(DUNE)

Observation data

CERN(CMS, 
ALICE, SHiP)

Experimental data

ICECube

NET-
WORK

Year Experiment Data size

1999~2010 Belle ~1 PB

2008~current LHC(CMS) 10~20 PB/year

2019~2025 Belle II 100 PB

2025~       
HL-LHC(CMS)

DUNE
100PB/year

(5~10 times of current)
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Exp.

Obs. Fermi telescope

Big Data Production 

LSST
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Large Hadron Collider

CMS ALICE

ATLAS
LHCb

CERN

LHC at 

CERN



US	CMS,	DOE,	CMS	and	the	
Opportunities	Ahead

DOE Portfolio Review26/02/18
13

Luminosity so far Luminosity after HL-LHC

• US	institutes	supported	by	DOE	play	a	leadership	role	in	CMS	in	physics	
analysis,	detector	construction	and	upgrades,	operations	to	ensure	quality	data	
is	collected,	and	software	and	computing	

• US	institutes	supported	by	DOE	are	innovators	in	the	exciting	new	detector	
projects	that	will	be	decisive	in	exploiting	the	LHC	upgrade

• DOE	has	made	a	major	investment	in	the	LHC	machine	and	the	HL-LHC	Upgrade

• We	hope	to	make	great	discoveries	that	we	can	share	with	the	world	

– We	are	in	“early	days”

The health of the Research Program at the DOE-supported US universities and 

Fermilab is critical to CMS’s realization of this exciting vision. T he 4 years of 

this proposal will be even more demanding  than any time in our  history!

3% 3000fb- 1LHC Status

Running

J. Goh

HL-LHC statistics  ⇒ DUNE & LSST
• x10 data vs. LHC Run 2/3,
• 200 simultaneous collisions vs. ~30 in Run2
• 15~65 increasing channels

Big Data in High Energy Physics



Big Data in High Energy Physics

LHC Data volumes will 
approach scale of Google 
and Facebook.

10Prof. C.S. Moon

⇒ ML & Evolving computing 
architecture needed



2. Machine Learning
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Machine Learning in HEP
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H.D. Yoo

Machine Learning in HEP

• ML needs big data in order 
to achieve a good accuracy 
on its predictions.

• Big data experiments like LHC 
are an excellent laboratory to 
test ML.

• To manipulate big data, 
several tools are needed to 
process the information.

Big Data

Big Data



Big data

New particle

Theory Big data Machine Learning Hidden 
Information

PrecisionModel Fast processing



The changing nature of scientific 
research

e-Science

Prof. D. Reed
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Evolving computing 
architecture



Moving towards HPC
• DUNE has used Grid Farm and Cluster, 

the computing power of conventional 
HEP experiments.

• However, research using HPC is also 
underway due to the evolving 
computing architecture.

• Attempt to submit a job using the KNL 
system of NERSC's Cori supercomputer 

• Applying to CP Violation's sensitivity 
setting study for TDR

• Supercomputer uses CVMFS to bring 
environment variables fitting and 
DUNEL library.

• It will be used for KISTI-5 
Supercomputer of KNL system.



3. Evolving Computing 
Architecture

1
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HEP Computing in Korea

• From Grid Farm
– Soongsil U. & Yonsei U. 

• Belle Farm

– KNU & U. of Seoul
• CMS Tier-3

– KISTI-GSDC 
• ALICE Tier-1, CMS Tier-2,3

• Belle Farm, LIGO, RENO

• To evolving computing 
architecture 
– KISTI-5 supercomputer
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Yonsei

Soongsil

KISTI

KNU

U.Seoul



From Grid Farm
To evolving Computing 

Architecture
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KISTI-GSDC

• ALICE Tier-1, 3

• CMS Tier-2, 3

• Belle II Farm

• LIGO Farm

• RENO

• PAL

• Etc.
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• Resources for HEP (2020)

• To run Tier-1 and Tier-2 

– Maximum 3680 jobs 
simultaneously

– 97% efficiency
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97% efficiency

7.75 million jobs / years H. Yun

CPU
(Physical core)

DISK
(TB)

Tape
(TB)

ALICE T1 1940 4000 3200

CMS T2 500 1000

ALICE T3 400 1300

CMS T3 1000 1000

LIGO 996 550

Belle II 156 107

RENO 432 1100



• Software and Middleware
– More than 60 open S/W 

– More than 100 M/W and service programs

23H. Yun



From Grid Farm
To evolving Computing 

Architecture
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KISTI-5 supercomputer

• Overview
– CPU 25.7PF

• Heterogeneous: 25.3PF CS400 w/KNL
• CPU-only: 0.4PF CS500 w/Skylake

– Storage
• 21PB SPS
• 10PB Archive

– Launched in November 2018
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KISTI-5



Architecture of 
KISTI-5 supercomputer
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(SSD)

M.S. Joh 

@ Available KNL CORE Time = Available SRU Time x 4,352 
@ Available SKL CORE Time = Available SRU Time x 1,280 
1 account: 20,000 CPU*hour
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Geant4 Profiling system

• Using Geant4 tool kit
– High energy physics 

profiling (Fermilab) 
• SimpliCarlo (Sequential) 

• CMSExp (Multi-Thread)

– Low energy physics 
profiling (KISTI)
• Using Brachytherapy code

• KISTI-5
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Julia Yabara

Profiling



Specification KISTI-4 KISTI-5

Name Tachyon2 Nurion KNL Nurion Skylake

Model SUN Blade 6275 Cray C5500

Process Intel Xeon X5570 
(Nehalem)
2.93GHz

Intel Xeon Phi 7250 
(KNL)

3.0464 TFlops/CPU

Intel Xeon 6148 
(Skylake)

1.536 TFLops/CPU

Architecture multicore many-core multicore

Node 8core/node

3,200 node

68core/CPU
1CPU/node
8,305 node

20core/CPU
2CPU/node
132 node

Core 25,408 564,740 5,280

Rpeak 0.3 Pflops 25.3 Pflops 0.4 Pflops

Memory DDR3/1333MHz 

76.8TB

16GBx6,  6Ch/CPU
96GB/node
778.6 TB

16GBx12,  6Ch/CPU
192GB/node

24.8 TB

Storage 234 TB disk
2.3 PB disk

2.1 PB Tape

21 PB disk         
0.8 PB SSD

10 PB Tape

Interconnect Infiniband 40G 4XQDR OPA@12.3GB/s Fat-Tree, 50% Blocking

Service date 2010.8~2018.11 2018.11~

KISTI-4 vs. KISTI-5

mailto:OPA@12.3GB/s


KISTI4 vs. KISTI5

• KISTI4
– Tachyon2 (CPU only)

• KISTI5
– Nurion KNL (Heterogenous)

– Nurion Skylake (CPU only)

31Memory in the first event Memory in the last event
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4. Beyond Standard Model

• LHC with Deep Learning

• Evolution of Universe
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 Using 4096 nodes of KISTI-5 Supercomputer, we have performed 
deep learning using CNN on 7 layers or higher.

 Used CMS data with the world's largest CPU
(cf. US NERSC uses machine learning in ATLAS experiments)

 Separating SUSY signal events from QCD background events

The result of large-scale deep learning with 7 layers using KISTI-5 supercomputer (4096 nodes)

LHC with Deep Learning



• Working with NERSC for ML
– NERSC has KNL system of Cori

while KISTI has KNL system of KISTI-5.

– NERSC uses ATLAS data 

while KISTI uses CMS data.
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Cori @ NERSC KISTI-5 supercomputer @ KISTI



Bruce R. Barrett

Birth of Universe:
The world made of

The last frontier 
of universe

Evolution of universe

• Dark Matter Experiment

– The characteristic & 
reaction  of rare isotopes 
are important.

• Nuclear Chart

– The secret of birth of 
universe ⇒ dark matter

– The origin of element of 
universe

– The evolution of star

• Using 235 accounts  of KISTI-5, 

Evolution of Universe
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• Production of exotic nuclei and heavy elements

• Nuclear Structure and reactions from first principle

• Lattice Effective Theory
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Discovery
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• New physics beyond Standard Model needs machine 
learning and evolving computing architecture.

• HEP computing merges from Grid Farm to evolving 
computing architecture.

⇒ Therefore, KISTI-5 will play an important role to study 
HEP in Korea besides Grid farms.
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5. Summary
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