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1. Introduction

» Simulation codes are essential tools to study complicated beam dynamics.

MADX

ORBIT
BVHEADTAIL ’

Massive beam
dynamics research

Core system of
beam
commissioning
and operation

Parameter Set Management

Beam Dynamics Apps

Control Var. <— Physics Var.

GUL...

Simulation codes and control systems are vital for design, research and operation!



1. Introduction

» Future hadron accelerators like HIAF and EicC ... need more advanced simulation
codes and control systems.
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2. Development of simulation code CISP

» Simulation Platform for Collective Instabilities (CISP) is a scalable multi-
macroparticle simulation code built with C++ and Python.

CISP

S NARHLTE B

is CISP Setup 7 1.0 stable.msi Easy to install

i sring. txt for sring similations
# Jie Liu, liujiellb@impcas. ac.cn, 18509312964

# ring parameters
Iring: circumference=252. 3270751, gammat=4. 283426495 |value, tunex = 5. 16w

# beam parameters
gam: 1d=0, bunch_num=1, n=238, a=92, &=92, particle_rum=10000, ion_num=5(

# elements

PhaseMonitor: name = phml, interval = 50, rangex = 0.03, rangey=0.03, ran;
ParaMonitor: name = pml, switch=on, plot_switch=on

HEMoni tor: name=hrml, frequency=100, switch=on, plot_switch=on

RF: name=rfl, kind=uniform, length=0, woltage=0.1, h =1, phi =0, switch=on
oneturn:name=oneturnl, betax=7. T827715655203304, alphax=0, betay=18. 76503517t
ake :name=wakel, length=0, slice_num = 20000, orbitz=0, orkity=0,kindl=. /sri:

# beam line
eamline: pml, phml, hrml, wakel, oneturnl, rfl

% bimilation contral
simulation:turns=10

Build simulations with
easy-to-use command file

DN

DN N N N T N N NN

Diverse multi-turn injection schemes
Basic transverse and longitudinal linear dynamics

Complicated longitudinal dynamics like acceleration,
bunch merging, barrier bucket bunch merging and so on

2.5D transverse and longitudinal space charge fields
Dipole transverse wake and monopole longitudinal wake
Sextupole and octupole magnets

Broadband feedback systems

Intrabeam scattering effects

DC electron cooler

Slow extraction

Diverse apertures close to real accelerators

108 macroparticles, 10 slices, 10° turns sim. in hours

For more details and CISP installer, please visit CISP main website https://cisp.azurewebsites.net/ or contact cisp_support@163.com .
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2. Development of simulation code CISP

» CISP employs (beam transport + kicker) numerical model to include previous
diverse beam dynamics in a single simulation.
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3. CISP benchmarks and applications

» Transverse mode coupling and coupled-bunch instability benchmarks to theory
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3. CISP benchmarks and applications

Vertical Tune

» Space charge effect benchmarks to theory
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3. CISP benchmarks and applications

» TMCI benchmark to DELPHI code (CERN)

Results of simplified situation
given by CISP and DELPHI
(dots)

The frequency shifts and the
intensity that introduces
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3. CISP benchmarks and applications

» TMCI benchmark to HEADTAIL code (CERN)
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CISP is a useful tool for beam dynamics simulations in HIAF and other hadron accelerators.
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3. CISP benchmarks and applications

» TCBI and chromaticity effects in HIAF-BRing (proton @ 1.2 X 10%3)
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3. CISP benchmarks and applications

» TCBI in barrier bucket bunch merging of HIAF-BRing (proton @ 6 X 10%2)
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3. CISP benchmarks and applications

» Combining effect of space charge and impedance in HIAF-BRing (Krt%* @ 3X 10%)
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3. CISP benchmarks and applications

» Broadband feedback system simulation
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This broadband feedback system can stabilize intra-bunch instabilities in HIAF-BRing.
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3. CISP benchmarks and applications

» Other beam dynamics simulations
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4. Development of control system PACS

» Physics-oriented Accelerator Control System (PACS) is a high-performance, high-

reliability, high-scalability and high-intelligence accelerator high-level control system.
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4. Development of control system PACS

» Staging development and application plan

v" Three national facilities in China

v" One collider in the future

Proton Radiation

Effects Facility (PREF)

Space Environment
Simulation and Research
Infrastructure (SESRI)

 omme
PA C\

\Q—T”é’

High Intensity heavy ion
Accelerator Facility
(HIAF)

*

/2023
’ PACS-HIAF

Heavy lons Research *
Facility in Lanzhou
(HIRFL)

2020.12

/ PACS-SESR
/ ©2020.08
/ [PACS-CSR

2021
PACS-PREF

The whole system includes

17151 lines of Python code now.

Electron ion collider
in China (EicC)
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5. PACS applications

Slow
Extraction
via PACS

Beam was stored in CSRe via PACS (T oy
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PACS itself has passed the tests and is deployed in HIRFL now!
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5. PACS applications

» Application 1 — automatic closed orbit correction
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Automatic response matrix measurement and closed orbit correction were realized in HIRFL
for the first time. After correction, the intensity increased by 2~3 times!
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5. PACS applications

» Application 2 — beam optimization
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Orbit, injection bumps, RF
harmonic, RF voltage, RF
frequency ... are optimized

v" Injection 1X10° Kr26+
v' Extraction 6 X 108 Kr26+

v’ 20 times higher than
the previous highest
beam intensity record
in HIRFL-CSR
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5. PACS applications

» Application 3 — PACS-SESRI development
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implementation in a heavy ion accelerator facility
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Physics apps
and devices are
very different

2~3 months to
finish the whole
physics layer of
PACS-SESRI
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Reviewer: The idea of Physics based Controls, implementing Physics Theory
to the Control System of a particular Physics Installation, is not new. However,

the level at which it is thought-out, developed, and implemented in this
work looks very impressive. It is specifically applied to the lon/ Heavy lon
Accelerator Facilities of different scale, but it can be easily adapted to

almost any Physics Installation of any scale. It might be also a Plasma
Installation, Proton Accelerators, Electron Accelerators, etc.

The first stage of the PACS development is successful!
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6. Outlook

» The development of CISP and PACS have achieved initial success.

©
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Downloads
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CISP Application

Simulation Platform for Collective Instabilities

Introduction
CISP (Simulation Platform for Collective Instabilities) is a scalable multi-macroparticle simulation code
built with C++ and Python via OOP technology. Its functions or capabilities are as follows:
« Linear or nonlinear transverse dynamics with chromaticity.
« Longitudinal dynamics including acceleration, bunch merging and splitting, barrier bucket with rf cavities.
« FFI-PIC and FD-PIC space charge simulation.
Arbitrary monopole longitudinal wake and data output.
Arbitrary dipole transverse wake and data output.
« Intra-beam scatter effects for gaussian distribution beams.
DC electron cooling simulation.
« Simplified linear and no-noise transverse feedback system.
« Single-bunched, multi-bunched and coasting beam supporting 10° macropartictes.
« Gaussian, uniform, KV; parabolic, water-bag in the direction.
« Gaussian, coasting, uniform distribution in the longitudinal direction.
Multi-turn injection with the bump magnets.
« User-friendly, flexible command file and data files.
« Automatically-generated data reports and figures.
+ A very good scalability.
CISP can run at Windows, Linux and macOS operating system now. This website provides the installers of
the CISP for Windows and Linux. Please contact us (cisp_support@163.com) for the installer password!

— Update to Version 7.1.0 for full injection simulation and better performance.
— A Windows implementation Version 1.3.3 of DELPHI (CERN) is released!

Created by Jie Li
Updated

CISP Website https://cisp.azurewebsites.net/
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Physics-oriented Accelerator Control System

h-reliability, highiggcalability and high-intelligentize
or high-level physics control system.

sion 1.0.0 for CSR

D Service

Overview

PACS Website (only available in our institute)
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6. Outlook

» PASS, a new beam dynamics simulation code, will extend CISP.

PASS

CISP \ All linear beam dynamics ...

( N\

Some beam dynamics | Upgrade All nonlinear beam dynamics ...

.

4 N\
One beam collective » p

effects ) All one beam collective effects

[ Some special beam J All beam-beam collective effects

manipulations

.

[ All needed special beam manipulations

PASS (Particle Accelerator Simulation Studio) will become
a powerful beam dynamics research software for hadron accelerators.



6. Outlook

» PACS-HIAF for large scale facilities will be developed.

[ euit | [ cui2 | [ cui | [ euit | [ cui2 | [ cui |

Management
Node

(T PACS Computing Grid\

PACS VirAcc [ Lat. Node H{ Inj. Node |

[ PS Node H BD Node |

Database \_

/

ETAN

[ 1oct ] [ 1oc2 | [ 1oc3 | (1oct ] [ 1oc2 | | 10c3 |

Employ a distributed computing grid to largely increase real-time performance.

PACS-HIAF will be finished in 2023.

It will become an advanced accelerator control system driven by big data technology!
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6. Outlook

» PASS and PACS will be integrated into a unified accelerator software platform!

Dynamics Concepts New facilities or new dynamics
Basic Designs _
. ’ Integrated accelerator design and
f % \ simulation workflow One
Simulation Research
* . platform
. _ b ) to finish
Online Control Models
- / Ready-to-use control models from all
% N \ design and simulation results
Control System
( " ) 1
Accelerator Facilities Accelerator operation systems

The integrated software platform will significantly improve the design and
operation of the next-generation research and application accelerator facilities.
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