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1. Introduction

➢ Simulation codes are essential tools to study complicated beam dynamics.

Accelerators

➢ Control systems largely define accelerator performance.

Massive beam 

dynamics research

MADX

ORBIT

PyHEADTAIL

……

Simulation codes

Parameter Set ManagementCore system of 

beam 

commissioning 

and operation  
Beam Dynamics Apps

Control Var. Physics Var.

GUI…

Designs

Accelerators

Simulation codes and control systems are vital for design, research and operation!
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1. Introduction

➢ Future hadron accelerators like HIAF and EicC … need more advanced simulation 

codes and control systems.

FAIR

FRIB SPIRAL2

HIAF + EicC
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New schemes

New technology

HIAF

New beam dynamics schemes

More accurate offline and online models

High performance and high intelligence

New simulation code and 

control system for HIAF
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2. Development of simulation code CISP

➢ Simulation Platform for Collective Instabilities (CISP) is a scalable multi-

macroparticle simulation code built with C++ and Python.

✓ Diverse multi-turn injection schemes

✓ Basic transverse and longitudinal linear dynamics

✓ Complicated longitudinal dynamics like acceleration, 

bunch merging, barrier bucket bunch merging and so on

✓ 2.5D transverse and longitudinal space charge fields

✓ Dipole transverse wake and monopole longitudinal wake

✓ Sextupole and octupole magnets

✓ Broadband feedback systems

✓ Intrabeam scattering effects

✓ DC electron cooler

✓ Slow extraction

✓ Diverse apertures close to real accelerators

✓ 106 macroparticles, 104 slices, 105 turns sim. in hours

Build simulations with 

easy-to-use command file

Easy to install

For more details and CISP installer, please visit CISP main website https://cisp.azurewebsites.net/ or contact cisp_support@163.com . 

https://cisp.azurewebsites.net/
mailto:cisp_support@163.com
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2. Development of simulation code CISP

➢ CISP employs (beam transport + kicker) numerical model to include previous 

diverse beam dynamics in a single simulation.

1. Place elements in 

an order to research a 

lot of beam dynamics

2. Elements are coded 

with OOP technology. 

Adding new elements 

(new beam dynamics) 

into CISP is very easy.

Better for  development 

in the future …
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3. CISP benchmarks and applications

➢ Transverse mode coupling and coupled-bunch instability benchmarks to theory

Theory slope:  2.3×10-10

CISP slope:     1.9×10-10

Theory: 1.79

CISP: 1.88

Mode frequency shift and  threshold 

are very close to the theory in TMCI.

Theory：𝜏−1 ∝ 𝑁𝑏

Growth rate increases at a linear 

function with intensity increase in TCBI.
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3. CISP benchmarks and applications

➢ Space charge effect benchmarks to theory

Tune spread simulation 

compared to theory.

Gaussian

KV

They are the same with the 

theory results.
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Coupling between two transverse planes driven 

by space charge field itself in KV beam
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3. CISP benchmarks and applications

➢ TMCI benchmark to DELPHI code (CERN)

Results of simplified situation 

given by CISP and DELPHI 

(dots)

The frequency shifts and the 

intensity that introduces 

instability are the same.
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3. CISP benchmarks and applications

➢ TMCI benchmark to HEADTAIL code (CERN)

CISP is a useful tool for beam dynamics simulations in HIAF and other hadron accelerators. 

HEADTAIL CISP

Instability at 0.3mA

and 0.46mA

Instability at 0.32mA

and 0.45mA
Results are very close

Bunch Intensity (mA)
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3. CISP benchmarks and applications

➢ TCBI and chromaticity effects in HIAF-BRing (proton @ 1.2×1013)

• TCBI in the whole acceleration process

• Chromaticity jump near the transition

• The strongest instability happens at ~50ms to 75 

ms and is damped as energy increases

• The damping time becomes earlier when 

chromaticity increases

• The chromaticity ±1 is enough for stabilization

Red dots – DELPHI

Blue lines – CISP

𝜉𝑣 = ±0.1 𝜉𝑣 = ±0.2

𝜉𝑣 = ±1
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Longitudinal Phase Space

Longitudinal + Vertical

Instability begins

3. CISP benchmarks and applications

➢ TCBI in barrier bucket bunch merging of HIAF-BRing (proton @ 6×1012)

• Distortion of longitudinal distribution

• Bunches move close to each other 

continuously. No filling mode!

• It is difficult to analyze it in theory

• CISP can simulate TCBI in barrier bucket 

bunch merging …

The rear bunch loss:     47%

The front bunch loss： 17%

Longitudinal + Vertical

Instability is developed
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3. CISP benchmarks and applications

1+1>2
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Resistive wall impedance is main 

driving source

CISP can simulate 

space charge and wake 

simultaneously.

➢ Combining effect of space charge and impedance in HIAF-BRing (Kr19+ @ 3×1011)

Black – No wake, no space charge

Blue – No wake

Red – No space charge
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3. CISP benchmarks and applications

This broadband feedback system can stabilize intra-bunch instabilities in HIAF-BRing.

Bandwidth

20 kHz ~ 100 MHz

Max. kicker

< 2.5 μrad

Power

3.2 kW

➢ Broadband feedback system simulation
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3. CISP benchmarks and applications

➢ Other beam dynamics simulations

Acceleration Normal bunch merging

Slow extraction

CISP is becoming a powerful 

simulation code for high intensity 

hadron accelerators which can 

simulate a lot of beam dynamics.
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4. Development of control system PACS

➢ Physics-oriented Accelerator Control System (PACS) is a high-performance, high-

reliability, high-scalability and high-intelligence accelerator high-level control system.
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4. Development of control system PACS

✓ Three national facilities in China

✓ One collider in the future

The whole system includes 

17151 lines of Python code now.

➢ Staging development and application plan

Heavy Ions Research 

Facility in Lanzhou 

(HIRFL)

Space Environment 

Simulation and Research 

Infrastructure (SESRI)

High Intensity heavy ion 

Accelerator Facility 

(HIAF)

Proton Radiation 

Effects Facility (PREF)

Electron ion collider 

in China (EicC)
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5. PACS applications

PACS itself has passed the tests and is deployed in HIRFL now!

Beam was stored in CSRe via PACS

Slow 

Extraction 

via PACS

DCCT after facility was optimized
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5. PACS applications

Before Cor.

After Cor.

Cor. Process

Before Cor.

After Cor.

Automatic response matrix measurement and closed orbit correction were realized in HIRFL 

for the first time. After correction, the intensity increased by 2~3 times!

BPMs PACS Correctors

Automatic processing app

➢ Application 1 – automatic closed orbit correction
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5. PACS applications

➢ Application 2 – beam optimization

Orbit, injection bumps, RF 

harmonic,  RF voltage, RF 

frequency … are optimized 

✓ Injection 1×109 Kr26+

✓ Extraction 6×108 Kr26+

✓ 20 times higher than 

the previous highest 

beam intensity record 

in HIRFL-CSR
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5. PACS applications

Physics apps

and devices are

very different

2~3 months to 

finish the whole 

physics layer of 

PACS-SESRI

The first stage of the PACS development is successful!

Reviewer:  The idea of Physics based Controls, implementing Physics Theory 

to the Control System of a particular Physics Installation, is not new. However, 

the level at which it is thought-out, developed, and implemented in this 

work looks very impressive. It is specifically applied to the Ion/ Heavy Ion 

Accelerator Facilities of different scale, but it can be easily adapted to 

almost any Physics Installation of any scale. It might be also a Plasma 

Installation, Proton Accelerators, Electron Accelerators, etc.

Space Environment Simulation 

and Research Infrastructure CSR

➢ Application 3 – PACS-SESRI development
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6. Outlook

Full Featured

High Performance

High Scalability

Diverse Facilities

CSR

HIAF

SESRI

CISP Website https://cisp.azurewebsites.net/  

➢ The development of CISP and PACS have achieved initial success.

PACS Website (only available in our institute)



23

PASS

6. Outlook

➢ PASS, a new beam dynamics simulation code, will extend CISP.

PASS（Particle Accelerator Simulation Studio）will become

a powerful beam dynamics research software for hadron accelerators.

All linear beam dynamics …

All nonlinear beam dynamics …

All one beam collective effects

All beam-beam collective effects

All needed special beam manipulations

CISP

Some beam dynamics

One beam collective 

effects

Some special beam 

manipulations

Upgrade
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6. Outlook

➢ PACS-HIAF for large scale facilities will be developed.

Employ a distributed computing grid to largely increase real-time performance.

PACS-HIAF will be finished in 2023. 

It will become an advanced accelerator control system driven by big data technology!

GUI1

PACS VirAcc

Single Node
Database

GUI2 GUI3

IOC1 IOC2 IOC3

GUI1

PACS Computing Grid

GUI2 GUI3

IOC1 IOC2 IOC3

Lat. Node Inj. Node

PS Node BD Node

Management 

Node

Database
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6. Outlook

➢ PASS and PACS will be integrated into a unified accelerator software platform!

Basic Designs

Simulation Research

Online Control Models

Control System

Accelerator Facilities

Integrated accelerator design and 

simulation workflow

Ready-to-use control models from 

design and simulation results

Dynamics Concepts New facilities or new dynamics

Accelerator operation systems

One 

platform 

to finish 

all

The integrated software platform will significantly improve the design and 

operation of the next-generation research and application accelerator facilities.
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